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Abstract

Recently, Microblogs have become the new communication medium between users. It
allows millions of users to post and share content of their own activities, opinions
about different topics. Posting about occurring real-world events has attracted people
to follow events through microblogs instead of mainstream media. As a result, there is
an urgent need to detect events from microblogs so that users can identify events
quickly, also and more importantly to aid higher authorities to respond faster to

occurring events by taking proper actions.

While considerable researches have been conducted for event detection on the English
language. Arabic context have not received much research even though there are
millions of Arabic users. Also existing approaches rely on platform dependent features
such as hashtags, mentions, retweets etc. which make their approaches fail when these
features are not present in the process. In addition to that, approaches that depend on
the presence of frequently used words only do not always detect real events because it

cannot differentiate events and general viral topics.

In this thesis, we propose an approach for Arabic event detection from microblogs. We
first collect the data, then a preprocessing step is applied to enhance the data quality
and reduce noise. The sentence text is analyzed and the part-of-speech tags are
identified. Then a set of rules are used to extract event indicator keywords called event
triggers. The frequency of each event triggers is calculated, where event triggers that
have frequencies higher than the average are kept, or removed otherwise. We detect
events by clustering similar event triggers together. An Adapted soft frequent pattern

mining is applied to the remaining event triggers for clustering.

We used a dataset called Evetar to evaluate the proposed approach. The dataset
contains tweets that cover different types of Arabic events that occurred in a one month
period. We split the dataset into different subsets using different time intervals, so that
we can mimic the streaming behavior of microblogs. We used precision, recall and f-
measure as evaluation metrics. The highest average f-measure value achieved was
0.717. Our results were acceptable compared to three popular approaches applied to

the same dataset.

Keywords: Event Detection, Frequent Pattern Mining

www.manaraa.com



oadlal)
Cppaadiveall (Ol Canans 388 Cpreadiiveal) (p sanaa Jlad) Al o3 guall U saall Canual (aa
Elaa YL slaiall g ginall i o) Adlide gaal g0 (e wgi) )l s agiladily dilaia il gine 38 liay i (e
ey Jilis s o Y 5 ppial) b sl YA e CalaalY) Aaglial Gl Qi a8 agall allall 6 4 Hlal)
Osediioall ety Jia b pseal) il gall e ilaa¥) CalSI A ja dala @llia Caapal (A Aam A )
om S At Llad) clalia) 3acbise @l (e aa¥) g Liagl o ul JS 4 jlad) Culaal) yaas (g
Lo Biaa &g ie o DU e B

Al ) Bland) o V) e Sl ARl ClaaY) aiS e Gl e paell Cy al il s b
Ealiall (e paall Ll el (pandivnal) (e el 395 (g (e eJlaal) 138 1 5 Laas 38T
3oaili s (i) any Jie dad) 8 derdiud) i) o sadine (ailiad o adiad ks 535 sall
£l 5 g g0 pailiadll oda (S5 Al Jla Ul 5l anstind) gl Jaog L ) eyl sale ) 5 caaiisdll
YV Lladial Y1 Gl 3 ga 5 e Lo aaias i aliall celld ) ALYl Y e CalSll dlee
Al Aelal) ) gall g Chaall (A8 i) aadaias Y LY Lails Agiall CulaaY) CalSs

(bl aany o585 Y 5l 5 piall il saall (e A padl Eilaa ) CalS) mgd i a5 LYl od8
Aalall dan ) ) ,A0Y Aleall e Jilad o | Lgad 0l g2l Wi 5 gt SR (g U gy o i o
sehaal) i ) VA LK 2] AT ae) gl e de sene Gl asii oy oJISH ¢l el
e L Al cleiiall e Llaia ) 2 Gy daaa Jaidie JS 1S5 020 Gl Elaa¥) Olidie s
Claay) Cllidie gaend DA e diall go S a4 @l GeSe Gida g daussiall e SIS
e i) Ll (e ae Ll ol A 5l 53 (e aihe lanal kel o g Cun Lgaiany o dgLiial
Lo 4L mpent oy S it ) Claa Y e

Sle il sacld ERENGITEN .C‘)SE.AS\ @_‘\S\ andll "Evetar" esd Gy 3ed aladiuly Lid
395 48y Hha BlSlaay a5t S| e 38 JOA i ) D jadl Glaal) (e )5 Bae asd culay i
& Aaae dgie )y <l E e el e sama sae ) bl vy L 6 il bgaall b culild)
e o gie e il G capsill LuiseS "F-Measure” <"Recall” <"Precision” ¢ JS alaiiul
galio U ae 40 jlie A siia Lggle Ulias ) &8 a8 0,717 (A Wele J sl &5 "F-Measure”
UL Bac 8 sy e gindai a3 5 ) gedia

oS bl e sl (Calaal) e i Ay K

www.manaraa.com



Sl padadl Sl G| Giale ¥ U ple ¥ Lo 15356

[
=4 w o v
"/‘L ‘)\ ‘“/L/

% ”(”S Lg,_)t.w
(A 3 4

www.manharaa.com



Dedication

To my father & mother,
To my beloved wife,
To my beautiful and adorable son
& To all who supported me

| dedicate this work

Vi

www.manharaa.com



Acknowledgement

First and foremost, thanks to Allah for giving me the power and help to accomplish
this research. Without the grace of Allah, I was not able to accomplish this work.

Many thanks and sincere gratefulness goes to my supervisor Dr. Ashraf Y. Maghari,

for his help, guidance, and continuous follow-up in this research.

Special thanks also to my great family for the endless support. Without my family, |

would never have been able to achieve my goals.

VIl

www.manharaa.com




Table of Content

DECIATATION ... s I
ADSIFACT ... s i
ULl ettt ee v
DEAICATION ...ttt VI
ACKNOWIEAGEMENT ... VIl
Chapter 1 INtrodUCTION. ........ooiiiiiie s 2
1.0 OVEIVIBW ...ttt e bbbt 2
1.2 Statement of the Problem ... 6
1.3 ODJECLIVES. ..ottt ns 6
1.3.1 MaIN ODJECTIVES ...t 6
1.3.2 SPECITIC ODJECLIVES ..o 6

YT | T [0 LA o] TSSOSO 7
1.5 Scope and LimiItationS..........ccccveieiieiecie e 7
1.6 Research Methodology ........ccccoeririiiiiiieeie s 7
1.7 TheSiS OULIING ..o s 9
Chapter 2 Literature REVIEW .........cc.coveiiiiiiiecie et 11
2.1 OVEIVIBW ...ttt bbbt ettt 11
2.2 Platform Feature-Based APProaches ..........cccccevvveveiiieiieie e 11
2.2.1 English based APProaches ............coveieieriieniiisieeee e 11
2.2.2 Arabic-Based APProaches...........ocuvveieieriienisesieee e 14

2.3 Bursty-Words Based APProaches .........ccccuveieeiieeniee e 15
2.4 Arabic Event Trigger EXIraCtion..........cccccvvvevieiiie i 18
2.5 SUMIMANY ..ottt ettt b et b et b e b ns 20
Chapter 3 Theoretical and Technical Foundation.............cccccoevvveriviieiienns 27
3.1 TWItter ENVIFONMENT ..ot s 27
L2 TWILEET AP oo 28

VI

www.manaraa.com



3.2. 1 TWILEE STream AP et 28

32,2 TWEBES AP 28
B2 3 OAUN . e 28
3.3 Frequent Pattern Mining (FPM).......cccoci i 29
3.4 Soft Frequent Pattern Mining (SFPM).......ccccoiiiieii i 30
3.5 SUMMAIY ..ottt 32
Chapter 4 Approach and Methodology ..........ccoceeeiiiininiiniecie s 34
4.1 OVEIVIBW ...ttt ettt ettt b et b ettt ettt n e 34
4.2 Data COIECHION ..o 34
4.3 Data PrePrOCESSING ... c.veivevireiriesiieiieieie ettt 38
4.3.1 TOKENIZALION. ....c.eiiiiiieiitcsie e 38
O O 1<V 1o To OSSP 38
4.3.3 NOIMANZALION. ...t 39
4.3.4 STEMMING ...veitieie et e be et e re e ere e 39
4.3.5 Part of Speech (POS) TagQing .....ccccoerverererireiisieieriesie e 39
4.3.6 Stop WOrd REMOVaL..........cccoeiiiiiiiieeiec e 40
4.4 EVENE TIIQOEIS .ueiieitieite e ete st ete et steete s ta et ste et e st esteenesneesbeenaeeneennas 40
4.4.1 Apply Pre-Defined Rules on POS.........cccoi e, 40
4.4.2 EXtraction Of EVENt TIIQQEIS.....coviieiiiiierieriesiesieee e 44
4.5 Significant EVENt DeteCtioN .........ccooiviieiiieiiieneeeeee s 44
4.5.1 Soft Frequent Pattern Mining (SFPM).........ccccooiiiiiiiie e 45
4.5.2 ADAPLEA SFPM ......oiiiiiiiiiice e e 46
4.5.3 Similarity Threshold ... 49
4.6 SUMIMAIY ..ttt ettt ettt b ek et e b ns 50
Chapter 5 Implementation ... 52
O L DALASEL......eeeiiieiiieet e s 52
IX

www.manaraa.com



5.2 Software SPeCifiCation ..........c.cccveiiiiiiie i 53

5.2.1 Visual Studio & C# .INET .....cooiiiiiieieee e 53
5.2.2 Stanford NLP .NET ..o 53
D.2.3 LUCENE ...ttt 53
5.2.4 MicroSOft SQL SEIVEN ......c.eiiiviiiiiccie ettt 54
5.2.5 TWEELISNAIP ..c.viiiiiiiiiciee e 54

5.3 Framework Implementation .............cooveeeieieneiineeeeeee s 54
5.3.1 Dataset PreproCeSSiNG .......ccveiveiieeiieiiesieeieseesie e sreesee e e sre e 54
5.3.2 EVENt EXIFACTION......c.coiiiiiiiiiiice e 57
5.3.3 Significant EVENt DEteCtion ..........cccoveieieniiininisieeee e 59

5.4 SUMMANY ..ottt b et r e 61
Chapter 6 System Experiments and Evaluation ..............c.cccocoovevveieiicieenn, 63
6.1 Event Trigger EXTraction..........cccociveiiiieii e 63
6.2 Significant Event Detection Evaluation..............ccccceoveiieviicc e 64
6.2.1 MEASUIEIMENTS ...ttt 64
6.2.2 EXPEIIMENTS SEIUP ...ooveiiiiieieiee e 65

5.3 SUMMIAIY ...ttt e e e e e e e e snb e e s ssneean 70
Chapter 7 Conclusion and Future WOork ............cccooeiiieiecie e 72
7.1 CONCIUSION ... 72
7.2 RECOMMENUALIONS ......eiiviiieiieie et 73
T3 FULUIE WOTK ... s 73
RETEIENCES ... 74

X

www.manaraa.com



List of Tables

Table 2.1: Summary of Reviewed Event Detection Approaches............cccccvevvvennnee. 21
Table 3.1: A et Of TranSaCtIONS ........ccveiveiriiieisesreeee e 29
Table 3.2: A list of item and their appearance CoUNt ............coovvieieienenc e 30
Table 3.3: A list of combined items and their appearance count............c.ccocvvvrvennne 30
Table 3.4: A list of triplets containing combination of items. ...........ccccccevvveveeeenne. 30
Table 4.1: Categories of events covered in Evetar dataset..........c.ccccocevveeiieeiecnennn. 36
Table 4.2: List of Part-of-Speech tags used in event triggers extraction rules ......... 41
Table 4.3: An Example of RUIE 1.1 .....ooiiiiiiiceeee e 42
Table 4.4: An Example of Rule 1.2 .......ccooveiieii e 42
Table 4.5: An Example of Rule 2.1 ..o 43
Table 4.6: An Example Of RUIE 2.2 .........ooiiiiiee e 43
Table 4.7: An example of different events with similar features............ccc.cceeveuennee. 46

Table 4.8: An example of two tweets representing the same event with different event

LUE L0 [0 TC] £SO PR 46

Table 4.9: An example of two tweets that represent an event with incorrectly extracted

L T o1 oo TR UR TR UUPPRPPRURPRPRN 47
Table 5.1: Important fields of the TwitterStatus object. ..........c..cccovveveiieiieiecn. 53
Table 5.2: An example of tokenization performed on a tweet............ccccceeveeirenenen. 56

Table 5.3: The resulting tweet after removing Latin Alphabets and special characters

................................................................................................................................... 56
Table 5.4: The result of using normalization in ArabiC teXt.........c.ccccevviiiieiieeiinens 56
Table 5.5 The result of using stemming in ArabicC teXt..........cccccevieeviiiiii e 57
Table 5.6: The Part of Speech Tree of a tweet resulted from LexicalizedParser...... 57
Table 5.7: A flattened version 0f POS tags........cccccveiirireniniiisieiee e 58

Xl

www.manaraa.com



Table 6.1: A tweet that describes an event but not labeled in the dataset................. 63

Table 6.2: A tweet that does not describe any event but it contains an event trigger63

Table 6.3: Time intervals and their corresponding SUDSELS..........cccccveverieereereieenne. 65
Table 6.4: Summary of the results achieved using 6-hours time interval................. 66
Table 6.5: Distribution of tweets across events in Window 15 ..........ccccoccevveereieene. 66
Table 6.6: Distribution of tweets across events in Window 19 ..........ccccccceveverviennne. 67

Table 6.7: Distribution of tweets across events in window 1 of one-day dataset..... 67
Table 6.8: Distribution of tweets across events in window 11 of one-day dataset ... 67
Table 6.9: Sample of tweets labeled as EO1 produces different event triggers......... 68
Table 6.10: Sample of tweets labeled as E03 produces different event triggers....... 68
Table 6.11: Summary of the results obtained using one-day time interval .............. 69

Table 6.12: Summary of the results achieved by other event detection approaches over
BVBTAN . 69

X1

www.manaraa.com



List of Figures

Figure 1.1: Tweets corresponding to real life events written in Arabic. ................... 3
Figure 1.2: The user interface of Facebook safety check application. ....................... 3
Figure 1.3: An Arabic tweet that contains informal words in an incomplete context. 4

Figure 3.1: An example of vector Ds along with two terms vectors D1 and D2...... 31

Figure 3.2: The resulted vector of Ds after inclusion D1 ............cccccoveviiieiieceennenn, 31
Figure 4.1:The different steps used in our approach..........ccccccevveveiieii e see e, 35
Figure 4.2: a snapshot of raw data from Evetar dataset.............cccccevvreiininincnnnn. 37
Figure 4.3: a snapshot of fetched data from Evertar raw dataset...............cc.ccoevreenne. 37

Figure 4.4: A list of tweets describing the event of 16 journalist who was Killed by

ISTABIT <. 46
Figure 4.5: A pseudocode of merging two VECIOIS. ........cccovvririeiieieneie e 48
Figure 4.6: Pseudocode of the Adapted Soft Frequent Pattern Mining Algorithm .. 49
Figure 4.7: Graph of Similarity Threshold FUNCtiON ............cccoooveveiiciicc e, 50

Figure 5.1: Bar graph shows events covered and the count of tweets belong to them

Figure 5.2: A snapshot of the class EVentToken ... 58

Figure 5.3: An XML snapshot of the outputted event trigger from the test dataset and

their corresponding frEQUENCIES...........ccveiiiieie e 59

Figure 5.4: An XML snapshot of the detected events .........cccoceoiiciiiicicinennns 60

X1

www.manaraa.com



API
ED
ET
FPM
FSD
LDA
NLP
POS
SFPM
SNS
TDT
TF-IDF

List of Abbreviation

Application Programming Interface
Event Detection

Event Trigger

Frequent Pattern Mining

First Story Detection

Latent Dirichlet Allocation

Natural Language Processing

Part of Speech

Soft Frequent Pattern Mining
Social Networking Site

Topic Detection and Tracking
Term Frequency-Inverse Document Frequency

XV

www.manharaa.com



Chapter 1
Introduction

www.manharaa.co



Chapter 1

Introduction

This chapter is an introduction to the thesis, first it gives a brief description of
event detection, Arabic event detection, and then a brief description about approaches
of event detection. In addition, it states the thesis problem, the research objectives, the
significance of the thesis, the scope and limitation of the thesis work, and the research

methodology.

1.1 Overview

Nowadays, Microblogs have become the main virtual environment for
connecting people and sharing digital content. It allows users to post and share short
text, images, and/or short length videos of any type. This content is delivered to a
network of followers or virtual friends of the content creator at relatively no time.
Content type depends on the user interests and situation. At the occurrence of an event,
users post details about the event with their friends. Figure 1.1 shows Twitter posts
(tweets) containing events details written in Arabic language. With the instant
delivery, events news usually spread faster and reach wider audience in microblogs

compared to mainstream media (Alkhamees & Fasli, 2016).

Events are real-world occurrences that take place in a certain geographical
location over a certain time period (Allan, 2002). Capturing information about an event
can help in many aspects. For example, it can help in accelerating the crisis response
when the information about disastrous events are retrieved at the time of its occurrence.
Also it can help people to easily track occurring events. Other applications of event
detection is the Facebook Safety Check shown in Figure 1.2 in which users confirm
they are safe when a natural or a man-made disaster occurs near them. Capturing event
details from microblogs is not an easy task, because events information are covered
with a huge amount of unnecessary data such as random topics, users daily activities,

spam or any kind of data that are not related to an event.

www.manaraa.com
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Figure 1.1: Tweets corresponding to real life events written in Arabic.

¥ Notifications ~ ABOUT THE CRISIS

Nepal Earthquake
FACEBOOK SAFETY CHECK

Quickly find and connect with friends in the area. Mark them safe
if you know they're OK.

Are you in the affected area?
Yes, let my friends know.

All friends in area (6) ¢

c . AFE - d
, Marked himself safe - 13 hours ago v S +077-4228435
Comment
Marked himself safe - 20 hours ago v SAFE
Comment

Figure 1.2: The user interface of Facebook safety check application.

In Microblogs context, Dou, Wang, Ribarsky, and Zhou(2012) defined an event
as “An occurrence causing change in the volume of text data that discusses the
associated topic at a specific time. This occurrence is characterized by topic and time,
and often associated with entities such as people and location”. Event Detection (ED)
definition depends on the task held by the researcher. In general ED is the process of
discovering and identifying new or previously unidentified events from a set of
documents (Allan, 2002).

www.manaraa.com



Twitter is a popular microblogging service. It allows users to send 280-character
messages called tweets (Twitter, 2017). According to Omnicore(2018) , there are 100
million users that uses Twitter daily with 500 million tweets per day. It gained great
attention among users and organizations due to its ease of use and simplicity and its
ability to reach huge network of users in relatively no time. It attracted researchers due
to its open Twitter Stream Application Programming Interface (API) that allows
researchers to analyze live feeds from the stream to extract different types of

knowledge such as events.

Event detection problem has been addressed by many researchers; they
employed different techniques from many fields such as machine learning, data and
text mining, and natural language processing. The first event detection research
program is the Topic Detection and Tracking (TDT) conducted by (Allan, 2002). The
techniques introduced are meant to monitor different newswire sources so that users
can be aware about occurring events. The approach was applied on full text of well
written news articles, however, with the emergence of microblogs, new challenges are
introduced when using these techniques. For example, content generated by
microblogs users is constrained to be very small, thus if the traditional Term
Frequency-Inverse Document Frequency (TF-IDF) is used in such short documents it
will result in a sparse vector issue. Also microblogs posts are noisy. According to
Hurlock and Wilson(2011) posts in microblogs do not always refer to an actual event
or a subject of importance, but most of the time the posts contain meaningless or
uninteresting daily life activity. In addition to that, the content is generated by anyone,
thus it is very likely the content will have grammatical errors, informal words, or
incomplete context. Figure 1.3 shows an example of such problems. Generally, event

detection algorithm should tackle these challenges to produce better results.

W

bl algaiiwl g wadll dgolsdl b dic slic] dilac

3381 yis rishls Gl 0g0c] Taubs

Figure 1.3: An Arabic tweet that contains informal words in an incomplete
context.
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According to Atefeh and Khreich(2015) , event detection techniques are
classified based on the event type, the detection task, and detection method. The type
of event can be specified or unspecified, where the specified event detection
techniques require prior knowledge about the event —mainly a related keyword or a
query. On the other hand, unspecified event detection techniques does not require any
prior knowledge, such techniques require an ongoing monitoring and analysis for the
incoming documents to find an increase number of keyword appearance-count, which
can be an indicator of a potential event. Based on the detection task, the detection

process can be used for new or retrospective events.

Many existing approaches of event detection are tested on English data. For the
best of our knowledge only few researches have been conducted for the Arabic
Language (Alsaedi & Burnap, 2015). The Arabic language introduces many challenges
in the Text mining and Natural Language Processing (NLP) fields, this is due to its
vocabulary richness, and its morphological and orthographic nature Farghaly and
Shaalan (2009). These challenges are inherited in the event detection problem. Other
existing approaches utilize platform specific features such as hashtags, retweets, and
followers and external knowledge to enhance event detection (Doulamis, Doulamis,
Kokkinos, & Varvarigos, 2016), (Weng & Lee, 2011). The problem with these
approaches is that when these attributes do not appear for different reasons in the
process, the accuracy of the event detection will be affected. In addition to these
limitations, most of the approaches found in the literature depend on the burst behavior
of specific words, but it is not true that every word that shows burst is related to an
event. For example, in the Arabic context, users usually post praising words to Allah
such as Subhan Allah Wa Behamdeh “s2ass5 4} ()lsaw”. These words will show bursts

sometimes but in reality they do not belong to any event.

In this thesis we propose an approach for detecting significant events from
Arabic microblog posts that tackle these challenges. Our approach rely on extracting
event triggers from post text using pre-defined rules applied to the Part of Speech
(POS) tags of the tweet. This process is essential to separate posts that may contain
event occurrence from posts that do not. A Soft Frequent Pattern Mining Approach is
applied to the posts containing event trigger. The resulted cluster are treated as detected

event.
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The proposed approach targets the Arabic content to be a first stage for early
event reporting, situational awareness and summarization for Arabic audience. Arabic
event detection can be very useful in crisis response applications, as many places in

the Middle East have conflicts, thus different types of events can occur.

1.2 Statement of the Problem

Many research efforts have been made in event detection that consider English
text, but only a few researches that consider the Arabic text. Also existing approaches
rely on platform dependent features such as hashtags, retweets, mentions, etc., thus,
the accuracy of these approaches will be affected by the absence of these features. On
the other hand, other approaches identify frequent words as the event word which is

not always true, thus it will not differentiate between popular topics and real events.

Developing an event detection approach that depends on the text characteristics
only instead of the platform dependent features can maintain the approach accuracy
and can make it reusable on different platforms. Also using syntactic features of a word

alongside its frequency can enhance detecting real events.

In this research we need to answer the question of how to detect events from
Arabic text without relying on platform dependent features, but using only event
triggers.

1.3 Objectives
1.3.1 Main Objectives

To develop an approach that detect events from Arabic Microblog posts text only.

1.3.2 Specific Objectives
e To collect and use an Arabic Twitter based dataset for proper for event

detection task.
e Extract tweets data from the internet and preprocess it.
¢ Implement an algorithm method for extracting event triggers.

e Implement an algorithm for extracting significant events using event

triggers.

e Evaluate the approach accuracy using recall, precision and F-measure.
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1.4 Signification

o Early detection of event allows authorities to respond faster which can save

lives.

e Few researches address the Arabic event detection, thus this research will

help to cover this gab.

e Implement event detection in posts text only without relying in a specific
Microblog feature such as hashtags, followers and retweets to make the

approach portable to other platforms.

e Improve the performance of event detection by considering posts contain

event triggers.

1.5 Scope and Limitations

We aim to build an event detection prototype from microblogs that adhere to the

following limitations and assumptions:
1. We will use a Twitter based dataset.
2. Our work is limited to Arabic tweets only.
3. We assume event related tweets have one or more event triggers.
4. Experiments and Evaluation are held using offline dataset.
5. Our approach will rely on the text characteristics only.

1.6 Research Methodology

The following is the approach we used in this thesis to achieve our objectives:

e Research and survey: reviewing the recent literature related to the thesis
problem statement and the research question. We analyze the existing
methods and approaches. We identify the drawbacks and the lack of
existing approaches. We then formulate the strategies and solutions to

overcome these drawback.

e Data Collection: identifying a proper Arabic Twitter-based dataset and

building a small tool for converting tweets’ id into actual content.
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Building the Approach: the structure of our proposed approach include

the following general steps:

1. Data Collection: extract tweets content from the internet using
Twitter API

2. Data Preprocessing: prepare the data and enhance its quality with

the following steps:
= Tokenization.
= Cleaning.
= Normalization.
= Stemming.
= Part-of-Speech (POS) tagging.
= Stop word removal.

3. Event trigger extraction: identify and extract frequent event

triggers, this includes the following steps:

= Apply pre-defined rules on the identified part-of-speech
(POS) tags.

= Extract event triggers

4. Significant event detection: similar event triggers are grouped

together. This step includes the following
= Identify the top event triggers

= Applying Soft Frequent Pattern Mining Algorithm to

create groups of similar event triggers.

Evaluation: we evaluate our approach using different measure, recall,

precision and F-measure.

Results and discussions: we analyze the results and justify our findings.
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1.7 Thesis Outline

This thesis is organized as follows: Chapter 2 present the literature review about
event detection in general and Arabic event detection in specific. Chapter 3 presents
the proposed approach for Arabic event detection. Chapter 4 describes the
implementation of the approach. Chapter 5 presents the experiments and evaluations
of the results. Finally chapter 6 concludes the thesis and suggests the future work.
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Chapter 2
Literature Review
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Chapter 2

Literature Review

In this chapter we introduce the literature review related to our work. We review
event detection approaches applied on English and Arabic datasets, also we review
approaches that depend on platform specific features and approaches that depend on

bursty words.

2.1 Overview

Many approaches of event detection in microblogs uses platform specific
features which make the approach accuracy dependent on these features and cannot be
ported to other platforms. Also, other approaches focus on finding a burst of words in
the stream to identify hot topics. These approaches will detect a topic without any
consideration if that topic is an actual event or a viral general topic. In addition to that,
considerable research have been done and tested on English data but only few were
made that consider the Arabic language. In the following sections we review some of

these researches.

2.2 Platform Feature-Based Approaches
2.2.1 English based Approaches

Phuvipadawat and Murata (2010) introduced an approach that tracks and ranks
breaking news from Twitter stream. Tweets are retrieved using predefined search
queries and indexed using Apache Lucene. Term Frequency-Inverse Document
Frequency (TF-IDF) is used for tweet representation with a bias factor for named
entities, hashtags, and usernames. Additional weight is added to the tweet based on a
set of features such as the number of followers which represents reliability and the
number of retweeted messages which represents popularity within a timeframe. A
tweet is assigned to a cluster if it is similar to the first tweet added to that cluster and
similar to the top K terms in the cluster. The authors claim that adding more weight to

Named Entities, Hashtags, and Usernames produces betters results.

Becker, Naaman, and Gravano (2011) proposed an approach to detect real-world
events from Twitter with avoiding trendy topics. They used incremental online

clustering algorithm to cluster similar tweets without specifying the number of

11
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clusters. A set of features are extracted from each clusters to classify event and non-
event clusters. These features are temporal features which represent the most frequent
terms in the cluster. Social features which are represented by the percentage of
messages containing social interaction such as retweet, reply, and mentions. Topical
features that represent the central topic of a cluster, since the authors assume that
clusters containing different topics tend to be non-event clusters, and clusters that
contains central theme is likely to be an event cluster. In addition to the previous
features, twitter hashtag feature is also used. The authors claim that clusters with
hashtags of more than one concatenated words are likely to be a general discussion
and not real-world event. Event clusters are identified by the classifier. Top K clusters
are selected using the technique of selection introduced by Petrovi¢, Osborne, and
Lavrenko(2010) . A manually collected dataset from Twitter is used for evaluation.
Human annotators were used to label the resulted clusters using a subset of tweets in
each cluster that belong to the top 10 frequent terms. A set of 100 randomly selected
clusters were used to calculate the F-Measure of the classifier which gives 0.837.
Precision@K and the Normalized Discounted Cumulative Gain (NDCG) evaluation

metrics are also used.

Cordeiro (2012) proposed a lightweight approach based on continuous wavelet
transformation analysis of Twitter hashtag occurrences. Peaks and local maxima are
calculated to find hashtags with higher signal which indicate an event. Latent Dirichlet
Allocation (LDA) is then used on the collection of tweets that belongs to the hashtags
to create topic inference model. We do not predict user behavior, thus depending on
hashtags only as an indicator of an event is not always accurate, as users may not attach
a hashtag when tweeting about an event. Also hashtags could be the presence of spam

tweets.

Guille and Favre (2014) an approach is proposed based on the anomaly of
dynamic link (mentions) creation frequencies. A normal distribution is created for each
word that co-occur with a mention. The anomaly of a word is detected in an interval
of time when the distribution value of this word exceeded the expectation (mean). The
magnitude of the word is also calculated by finding the algebraic area of the
distribution at that interval. The word is identified as an event in an interval when it

reaches the highest magnitude. To retrieve the most K words that co-occur with the

12
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event word, the similarity between their temporal dynamics and the event word
temporal dynamic is calculated and compared with a threshold value. The approach
was evaluated over English and French datasets. Parameters of the approach were set
as 30 minutes for window size, K=10, and a similarity threshold value of 0.7. The
evaluation was conducted manually using human annotators. Precision and F-score
were used as measurements. With the English corpus the results were 0.775 and 0.682
for precision and f-score respectively. With the French corpus the results were 0.825
and 0.825 for precision and f-score respectively. Despite the approach does not rely on
external knowledge, it depends on Twitter specific features (mentions), also the
approach performs poorly when mentions are not considered.

Doulamis et al. (2016) proposed an approach based on a multiple assignment
graph partitioning algorithm where event is represented by a cluster of related words.
The authors addresses the problem of message posting delays which lead to event
attributes being scattered in different timestamps, thus the significance of event-related
words will be decreased as time goes on. Words are modeled using three Twitter-based
information theoretic metrics. Conditional Word Tweet Frequency-Inverse Trend
Word Tweet Frequency (CWTF-ITWTF), which is a time varying measurement
similar to the popular IDF-TF. The objective of this measurement is to decrease the
weight of trendy ongoing events. Word Frequency-Inverse Trend Word Frequency
(WF-ITW), which is a time varying measure that consider the frequency of keywords.
Lastly, Weighted Conditional Word Tweet Frequency-Inverse Trend Weighted
Conditional Word Tweet Frequency (WCWTF-ITWCWTF). This measure depends
on features from Twitter such as number of followers, number of retweets to find the
importance of a keyword. A fuzzy time series signal is produced from the three
metrics. The approach is evaluated over a manually collected dataset using Twitter
stream API. A time window of size 6 hours is used over a one month time horizon. To
create a ground truth, for each time window the most frequent keywords are extracted
and presented to experts to annotate them. The evaluation measurements used are
keyword recall/precision and F1-Score. This approach cannot be used in
microblogging streams that do not produce these features, however, our approach does
not consider any Twitter based features. It also depends only on the bursty pattern of

a set of keywords thus the resulted detected event can be a trending topic and not a

13
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real-world event. The approach require different parameter tuning to achieve good F1-
Score.

Yilmaz and Hero (2016) proposed an approach for event detection using
multimodal factor analysis model. The approach depends on two features set. The
hashtags’ bag of words created from all the tweets containing the hashtag. Also,
geolocation vector containing the latitude and longitude values of all tweets containing
the hashtag. A probabilistic generative modal is used to fuse these features and an
expectation maximization algorithm is derived for finding the maximum likelihood
estimates of the model parameters. The approach assumes that hashtags are used
during event occurrence and tweets containing these hashtags are geographically

closed together.

Shao et al. (2017) proposed a generic framework for event detection that depends
on dynamic multivariate graph. A user-to-user undirected graph is built where vertices
are represented as users, and edges are represented as the follow relationship between
the users. Every vertex contain a textual feature vector of domain-specific keywords.
The approach focuses on the search of evolving subgraphs over time with anomalous
features. The evaluation metrics used are false positive rate (FPR), true positive rate
(TPR).

2.2.2 Arabic-Based Approaches

Alsaedi and Burnap (2015) proposed a novel Arabic event detection framework
from Twitter dataset. In the framework, the data undergoes a preprocessing step to
enhance the data quality. A Naive Bayes classifier is used to distinguish event-related
tweets from irrelevant tweets. The classifier is trained on 1500 tweets and their terms
are used as features. Tweets are represented by a set of features which include
temporal, spatial, and textual features such as retweet ratio, mention ratio, hashtag
ratio, tweet sentiment, etc. Tweets are then clustered together to distinguish events
using an online clustering algorithm. The average weight of each term in all document
in a cluster is used as the centroid of the cluster. The approach output was evaluated
by splitting the dataset into days and then calculate the average value of precision
which was 80.24% for disruptive events. Our approach uses a same schema by filtering

tweets before further processing. Using the terms in a small dataset to train the

14
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classifier will have two drawbacks as stated in (Wang, Tokarchuk, & Poslad, 2014),
First, it could decrease classifier accuracy as the keywords introduced in the dataset
are subjective to specific events and can lead to undesirable result when new events
emerges, Second using the bag of word will result in vector sparseness especially when
used in dynamic and rapid changing corpus. However our approach uses a set of rules
that examine the tweet’s syntax and determine if it contains an event trigger or not.

Tweets that do not have event trigger are filtered out.

These approaches that depend on platform-specific features will detect event in
these platforms only and their approaches will fail or have low accuracy when used in
other platforms. However, our approach depends on the text characteristics only which

make the approach maintain its accuracy in the absence of these features.

2.3 Bursty-Words Based Approaches

Other approaches depends on the presence of words that create bursts or spikes

in the words frequency distribution.

Petrovi¢ et al. (2010) presented a first story detection (FSD) in which the first
text of a detected topic or event is extracted. A local sensitive hashing (LSH) is used
to reduce the search space, thus similarity measure is calculated between a tweet and
a subset of neighbors identified by LSH. If LSH fails to find a neighbor, a limited
search is performed considering only 2000 tweets. Threads that grow faster are
identified as events. A preprocessing step is conducted that removes non English
characters and Twitter-specific features such as mentions and hashtags. A manual
evaluation procedure was used to calculate precision. Limiting the search space could
boost the performance, however, in twitter stream, events features are very likely to be
scattered over time (Doulamis et al., 2016), thus this approach will fail to detect events
in this scenario. In our work, we used a greedy search approach considering only

important words.

Weng and Lee(2011) proposed an approach that depends on clustering wavelet
signals. A signal is built for each word using wavelet analysis to reduce space and
storage. Auto-correlation is calculated for each signal. Signals that produces skewed
auto-correlation are identified as insignificant words and then removed. Similarity

between words is calculated using the cross-correlation between every pair of words.

15
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Similar words are determined using a threshold value where words that have a
similarity higher than the threshold are clustered together. The approach is evaluated
over a manually collected dataset from Twitter where non-English characters are
removed from the text. The evaluation is conducted manually considering only
precision, as the authors cannot enumerate all events that occurred at the time of
collection, thus recall is discarded. Different experiments with different configuration
are used and the best result achieved was 16.7%. Clustering based on only a pair of
words will produce generic events or topics (Petkos, Papadopoulos, Aiello, Skraba, &
Kompatsiaris, 2014). For example, if a bombing event occurred in the same country
with different locations, then using such algorithm will detect event that does not

differentiate between the two different locations.

Petkos et al. (2014) introduces a novel method called Soft Frequent Pattern
Mining (SFPM). The method is used to tackle the problem of using patterns of only
pairs of terms for event detection. The method uses the same concept of the Frequent
Pattern Mining (FPM) technique in that, it examines the simultaneous co-occurrence
patterns of degree greater than two, however, it is less strict than FPM as it does not
require all terms in the pattern to be frequent in the same document, but only a large
subset of the terms are frequent in same document. The approach consist of two main
components. Term selection in which a fixed number of terms are selected for
grouping. The selection process depends on the existence of a randomly collected
tweets called reference corpus. The likelihood of appearance is estimated for each term
in the reference corpus and the incoming tweets corpus. The ratio of the likelihoods of
appearance is then computed. Terms with the highest ratio will be more significant as
the term has a frequency higher than usual in the two corpora. The second component
is the implementation of the algorithm itself on the selected top terms. Using a static
reference corpus will result in a biased behavior for the term selection algorithm, as

new emerging term will produce lower ratio, thus it will not be selected

Gaglio, Re, and Morana (2015) proposed an enhancement for SFPM that tackle
the limitation of the selection process. The new method uses dynamic reference corpus.
Also it depends on the product of a combination of measures such as the TF-IDF of
the term, a bias factor used if the term is a Named Entity, and the likelihood measure.

Terms with higher values are selected. Both approaches require identifying the number

16
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of top terms with the presence of reference corpus. However, our approach identifies
event triggers as important words, and these are extracted using syntactical analysis

only.

Alkhamees and Fasli (2016) proposed an approach based on the traditional FP-
Growth method. FP-Growth produces the most frequently used combinations of words
that co-occur together in a tweet. Determining what is most frequent depends on a
fixed threshold value. On the other hand, the approach introduces a dynamic procedure
for calculating the threshold, so that it can handle the dynamic nature of words size
over time. The procedure depends on a combination of statistical values which are the
average and median of the words’ frequencies. A preprocessing step is performed for
text tokenization and removing stop words, mentions, URLS, and hashtags. A post
processing step is also performed to eliminate duplicate patterns. Duplicate patterns
are determined by calculating the cosine similarity between patterns with a threshold
of 0.75. The approach was tested using two datasets manually collected by querying
the Twitter stream API using a set of keywords that identify two event, the UK General
Elections 2015 and the Greece Crisis 2015.

Katragadda, Benton, and Raghavan (2017) introduced a multiple source
approach that collect data from twitter stream and newswire websites. Every source is
considered as an independent stream. Every stream undergoes two stages. First a
weighted graph is built in which nodes represent words and edges represent the number
of documents in which the two connected words co-occur together. A pruning process
is conducted on the graph to keep emerging and important words. The multiple sources
are merged by merging the pruned graph. Events are detected using voltage based
clustering algorithm on the resulted graph. The approach was tested using two sources

Twitter and Tumblr and achieved F-Measure of 0.897.

Ferracani, Pezzatini, Landucci, Becchi, and Bimbo (2017) An event detection
approach for specific regions is proposed by introduced and approach that detect
events in cities and specified regions by analyzing tweets containing longitude and
latitude information (geotags). For each area a time series (TS) is created containing
the number of users posting a geotagged tweet in hourly basis. Abnormal TS are
identified using Dynamic Time Warping which measure the distance between the TS

17
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and the average TS. In every abnormal TS, Crest-Detection algorithm is used to find
anomalies in the tweets distribution then the clustering algorithm Density-based spatial
clustering of Applications with Noise (DBSCAN) is used to group similar tweets and
geotags as the detected event. The algorithm was evaluated with a manually collected

Twitter dataset using precision only as an evaluation metric with a result of 0.57.

Approaches that identify events using the presence of frequently used words only
detect general topics along with event-centric topic. On the other hand, our approach
focuses on the presence of frequently event triggers, thus we claim that our approach

detects only event-centric topics.

2.4 Arabic Event Trigger Extraction

In our work, we depend on event triggers as important keyword of the text. They
are words that indicate the occurrence of an event. Many researches have been made

that uses event trigger for event information extraction.

Mohammad and Qawasmeh (2016) proposed an unsupervised approach for
event extraction out of Arabic tweets. The approach tags the event expression and the
related entities and link them to the knowledge base. Event expression are identified
using a set of rule based on the guidelines provided by the Arabic Annotation
Guidelines for Events (Consortium, 2005). This approach process each tweet
independently from the other, thus it will fail to identify significant events. Our
approach works on the burst behavior of event triggers, thus only trending/significant
events are detected.

Abuleil (2007) presented an approach to extract events from Arabic text. The
approach is based on maintaining a list of event keyword that represent an event such
as disasters keywords, bombing keywords, etc. the objective of the approach is to
extract events, its participants, place and time to answer questions about the event. The

approach is tested on full news article from Aljazeera website.

Aliane, Guendouzi, and Mokrani (2013) introduced an approach to recognize
verbal events based on unsupervised segmentation algorithm that identify morphemes
and affixes of words without using lexicons or predefined list of affixes. A Part-of-
Speech tagger is used on the morphemes to identify verbs and nouns. Verbs are

annotated as event. The approach is tested on 30 full articles from the web.
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Baradaran and Minaei-Bidgoli (2015) developed an approach to extract people
death events from historical Arabic texts. The approach tested different classification
methods to classify sentences if they are on event or off event. First, a rule-based
method is used in which a set of rules are developed to extract events. Also, a
supervised method based on support vector machine (SVM) is considered, where a
combination of features are used to train the classifier. These features includes words
and phrases of each sentence, word stem of each word in a sentence, and the words
Part-of-Speech tags. Lastly, the third method used is semantic analysis using lexical
chain. The approach is evaluated using a large dataset of death events. For
classification the results showed that rule-based classification showed good results and
the errors were due to the POS tagger used and the stemming errors. However SVM

outperformed both rules-based and the semantic analysis method.

Hkiri, Mallat, and Zrigui (2016) events are extracted from unclassified news
articles where verbs, nouns, and adjectives lemmas are compared with a predefined
list of event verbal triggers and event nominal triggers to identify event sentences.

Then event attributes are extracted using semantic analysis.

Most Arabic event trigger extraction approaches are used on sentences in large
formal articles. We assume tweets that contain event trigger are event related and vice
versa, thus it can be used as a mechanism to remove insignificant tweets. Also, by
considering event triggers we can obtain important words in tweets, in addition to that,

we avoid detecting trendy topics.

In our approach we used a set of rules introduced in (Consortium, 2005) to
extract event triggers. The rules depends on the Part-of-Speech (POS) tags of a
sentence. By using a rule-based method over POS we can cope with the dynamicity

nature of microblogs. Table 2.1 shows a summary of reviewed researches.
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2.5 Summary

In this chapter we presented a review of some related works in the field of event
detection, and identified approaches that depends on specific platform features and its
drawbacks when these features are not presented. Also we showed the problem of
depending on bursty keywords only, which make the approaches unable to identify
similar events. We also showed the lack of research done for Arabic event detection,

and the focus was only on event trigger extraction from well-written full articles.
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Chapter 3

Theoretical and Technical Foundation

This chapter gives an overview of the Twitter environment and the common
terms used. Also a brief overview about frequent pattern mining algorithm is

introduced.

3.1 Twitter Environment

Twitter is a microblogging services on which users interact with special
messages called “tweets” Twitter (2017). It introduces its own expressions to the social

networking services as follows:

e User: A Twitter user is a person or an organization that post content

about specific or generic topics.

e Tweet: The name of the messages posted by users. It is limited to 280
characters only. Also it can contains other media such as images and

short length videos.

e Followers: User followers are a group of users that receive tweets posted

by that user. It is the mean of forming a networking of users in Twitter.

e Follow: It is the action of forming a friendship and following a user to

receive his/her generated tweets.

e Unfollow: It is the action of breaking the friendship with users to avoid

receiving his/her generated tweets.

e Mute/Unmute: It is the action of avoiding receiving tweets with keeping
the friendship. Unmute is an action in which user resumes receiving

tweets from the muted user.

e Hashtags: a special sequence of words that start with a hash (#) symbol.
They are a type of metadata generated by users that allows other users to

easily find tweets with similar content and theme.

e @Replies: users can interact with other users by replying to existing

tweets.
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e Retweets: In Twitter, reposting existing tweets is called retweet. When

users retweet content it shows up to their followers.

3.2 Twitter API

Twitter provides a wide set of Application Programming Interfaces (API’s) that

can be used to interact with Twitter’s platform.

3.2.1 Twitter Stream API

A Restful API that utilizes streaming HTTP protocol. A client App send a
connection request to the APl and a pipeline is opened to deliver tweets as they occur.
Different types of messages are delivered through the pipeline, such as JSON-encoded
activities, system message, and blank lines. All message are delimited with carriage-
return (\r\n).

3.2.2 Tweets API
It provides a variety of APIs that handle tweets directly. The most important API
is  the lookup endpoint. A typical call uses  the link

https://api.twitter.com/1.1/statuses/lookup.json?id=tweetID to retrieve the full content of

a tweet using its ID. In our work, we used this API to retrieve the actual content of the

Twitter-based dataset.

To be able to use Twitter API, user need to be authenticated. Twitter

authentication is based on the widely used protocol OAuth.

3.2.3 OAuth
It is an open standard used for access delegation. This means that, a user can
grant access to all or a subset of his/her owned resources to a website or an application

without giving them the password.

Twitter uses OAuth to provide authorized access to its API. It provides to

authentication models:

e User Authentication: It allows an app to act on behalf of the user as the

user himself.

e Application-only authentication: In which an application make API

request on its own behalf
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https://api.twitter.com/1.1/statuses/lookup.json?id=tweetID

3.3 Frequent Pattern Mining (FPM)

FPM techniques focuses on finding relationships among items in a database to
discover rules. “Given a database D with transactions T1 ... Tn, determine all patterns
P that are present in at least a fraction s of the transactions” (Aggarwal & Han, 2014).
The fraction s is a threshold value also called minimum support. Popular FPM
techniques are Aprior and FP-Growth algorithms. These techniques require a fixed
value for the minimum support. To illustrate how FPM works, suppose we have a set
of database transaction as shown in Table 3.1. We assume a pattern is frequent if it
appears in 3 transactions, thus using Aprior algorithm we can determine the frequent

pattern as follows:

1. Scan the database and count each item separately to achieve the result

shown in Table 3.2.

2. Remove items that fall under the minimum support. In this scenario all

items are above the minimum support, thus all items are frequent.

3. Generate a list of all pairs of the frequent items and count the number of
transactions that these patterns appeared in. The result shown in
Table 3.3. Shaded items count falls under the minimum support.

4. Remove items that fall under the minimum support.

5. Generate a list of triplets of the frequent items and count the number of
transactions that these patterns appeared in. The result shown in
Table 3.4. Shaded items count falls under the minimum support.

6. At this point the algorithm is stopped, because we cannot produce any
combination of items that could be frequent. Also frequent pattern are

those shown in Table 3.3.

Table 3.1: A set of Transactions

Transaction Item sets
T1 [1,2,3,4]
T2 [1,2/4]
T3 [1.2]
T4 [2,3,4]
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T5 [2,3]
T6 [3,4]
T7 [2,4]
Table 3.2: A list of item and their appearance count
Item Count

1 3

2 6

3 4

4 5

With frequent pattern mining all items in the resulted pattern co-occur together

in the same transaction.

Table 3.3: A list of combined items and their appearance count

ltem

Count

1,2

3

1,3

1,4

2,3

2,4

3,4

w | W

Table 3.4: A list of triplets containing

combination of items.

Item Count
1,2,3 1
1,24 2
2,3,4 2

3.4 Soft Frequent Pattern Mining (SFPM)

It is a novel frequent pattern mining technique developed by Petkos et al. (2014).

It is a less strict version of FPM, in which, we find frequent patterns without the

condition that all items in the pattern co-occur together frequently. This means subsets

of the pattern items may not occur together. SFPM is used in event detection to tackle

30

www.manaraa.com



the limitation of using pairs for co-occurrence pattern examination, also to tackle the
problem of strict behavior of FPM that requires all items to be frequent and co-occur

together. The algorithm consists of three stages:

e Term selection: a set of k terms are selected from the dataset. The
selection process depends on the term value of likelihood of appearance

using a reference corpus.

e Co-occurrence-vector formation: a set of terms S is maintained and a
corresponding vector Ds is created that exposes the features of S. a term
t with vector Dt is added to S by comparing the similarity between Ds
and Dt. After the inclusion of the term t, Ds values are updated. Both Ds
and Dt are of length n, where n the number of tweets. Ds(i) denotes how
many of the terms in S co-occur in the it tweet, and Dt(i) = 1 if the term

t co-occur in the i™ tweet.
e Post-processing: in this step duplicate pattern are removed

To illustrate how SFPM works, suppose we have the following vectors, where
Ds represent the current topic and D1 and D2 represents two different terms. Ds
contains one term that co-occur in the first tweet, and two terms co-occur in the third

tweet. D1 co-occur in the first tweet and the third tweet. D2 co-occur in the second

tweet.
Ds 1 0 2 0 0 0 0 0 0
D1 1 0 1 0 0 0 0 0 0
D2 0 1 0 0 0 0 0 0 0

Figure 3.1: An example of vector Ds along with two terms vectors D1 and D2

As we can see, D1 and Ds have high similarity as both co-occur in the same
tweets, thus D1 is merged with S and Ds values are updated using vector summation.

The resulted vector of Ds will be as follows

Ds 2 0 3 0 0 0 0 0 0
Figure 3.2: The resulted vector of Ds after inclusion D1
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We can interpret the result and the values of Ds as follows:
e The term of D1 co-occur frequently with a term in S in the first tweet.
e Theterm of D1 co-occur frequently with two terms in S in the third tweet.

e InS, two terms co-occur frequently on the first tweet, and three terms co-
occur frequently in the third tweet, but these terms do not co-occur

together at the same time.

3.5 Summary

In this chapter, we have presented a theoretical foundation for this research. We
discussed Twitter environment and its characteristics. Also we introduced Twitter API
and its usage. We also presented the Frequent Pattern Mining (FPM) and explained
how it works and showed how strict it is. Finally we discussed the Soft Frequent

Pattern Mining and showed its less strict behavior.
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Chapter 4
Approach and Methodology

In this chapter we introduce our approach of event detection. We first describe
the dataset used in the development of the approach. Then we explain and discuss the

various steps included.

4.1 Overview

Our approach for event detection consists of the following steps: First, Data
collection in which we acquire data and divide it into subsets called windows. A
window is constrained by a time period. Second, a sequence of data preprocessing
steps that include tokenization to identify keywords, a set of cleaning steps to remove
noisy characteristics, normalization and stemming step to enhance word similarity,
Part-of-Speech (POS) tags extraction step, and stop words removal to remove
unnecessary keywords. Third, we extract event triggers by applying a set of pre-
defined rules in the extracted Part-of-Speech tags. The top event triggers are extracted.
Finally, The Soft Frequent Pattern Mining algorithm is applied on the top event
triggers to detect events. Detected events are outputted as xml file. Figure 4.1 shows

these steps.

4.2 Data Collection
At this stage we collect the data that need to be analyzed. Usually, tweets are
collected from Twitter stream. But in our case, an existing dataset that support our task

is used. This is due to the following reasons:

e To evaluate our approach we cannot use Twitter stream directly because
we do not know about occurring events or what tweets belong to that event.

e To create a baseline for comparison with other approaches.

e Collecting data manually will take too much time due Twitter APl usage-
time constraints. Also tweets need to be processed, annotated and assigned
to an existing event at the time of its emergence.

e Assigning tweet to an event is subjective to the annotator, thus a well-

established mechanism is needed for this task.
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Data Collection

A

Data Preprocessing

Tokenization
Y
Cleaning

L 2

MNomalzation

v

Stemming
A J
Part-of-Speech (FOS) Tagging
A i

Stop Word Removal

v

Ewent Trigger Extraction

Apply Pre-Defined Rules on POS

v

Extract Event Triggers

L 1

Significant Event Detedion

Identify Top Event Trigger (ET)

v

Apply Soft Frequent Pattern Mining for Each ET

Figure 4.1:The different steps used in our approach.
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For the best of our knowledge Evetar Almerekhi, Hasanain, and Elsayed (2016)
is the only dataset that supports the Arabic event detection task. It covers different
events and it contains labeled tweets. Also three widely known event detection
implementations are performed over the dataset, thus we can use the results as a
reference for evaluating our approach. Table 4.1 show the distribution of event
categories covered in the dataset.

Due to Twitter restriction on the tweet-based datasets, a published dataset must
include the tweet ID -not the actual content. Users of the dataset should crawl the IDs
and fetch the content. Figure 4.2 shows a snapshot of the raw data of Evetar, where
the first column represents a serial number, and the second column represents the
tweet’s id. Figure 4.3 shows a fetched version of the dataset, where the first column
represents the tweet’s id, the second column shows the actual content of the tweet, the
third column shows the creator of the content, and the last column represents the date
and time of the tweet creation.

Table 4.1: Categories of events covered in Evetar dataset

Event Category Number of Events Covered
Armed Conflicts & Attacks 45
Business & Economy 1
International Relations 3
Disasters & Accidents 3
Sports 5
Arts & Culture 2
Law & Crime 2
Politics & Elections 5
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Tweet 1D

549670988703862787
549670988774780928
549670988783169537
5496709898565903169
5496709925901971969
549670992943531392
54596709931204935¢€8
549670993514737¢€6€5
545670993550226945
10 545€70993715679232
11 545670996421410816
12 54567099€903751680
13 545670997603782656
14 549670997612179456
15 549670998002241538
16 549670998216151040
7 545671000561156€0%¢
18 549671000946€647040
19 545671001374486528

W -3 U s W e 3R

20 549671002041360384
21 54967100491026841¢6
22 54967100515772416€0
Z3  549671006038540288
24 549671006154118656
25 549671006157923842
26 549671006567026689
27 549671009184272384
28 549671009318494208
29 549671009427529729
30 545671009557549057
31 545671009612480512

Figure 4.2: a snapshot of raw data from Evetar dataset

id content user real_time

549694154486599680  RT @Holydefince: wall b poc joll puaiall od L 0809 el placl oSl hittp:fft cofe03e2las2l #Bahrain #Awefaq #U# §oiwo fdll..  slentwaves2 2014-12-29 10:31:13.000
S4GTIS0BTRR8387  EhelaledBad o8 ousll LI 35 ainl gyl 8 BAlall G5, JAE] i g P 8158 Aliar] Ol AbdalhAozo130l  2014-12-25 11:40:31.000
S49720880717508608 L bl Foogall dus syl Smll bl o8 pabsgtio aspliad bt o pied| ittt coft4ASbNrgyh majjh 2014-12-30 12:17:25,000
549780004230283264 sl Lpaels S 0 Bl o8 Riana B pueil] LB Ol @i ploo Sl Syl k!l "oyl e’ Bbsee.., hittpfftco/PHIrvth basharkafy 2014-12-30 04:12:22,000
S5828916488052736 AT @ADU[ETY: slamy sllods  scrlall sl (SpleaiVl yoeball pryorg el sl lgall ol gy i %5 05101 -, Pt cofBTLS2rYEIC habd35 2014-12-30 07:26:43.000
S49B46040284764161  @AIDOMEN Apgpripiibisbiiipied il LUyl Lo i saudAz3n 20141230 08:38:20.000
SASBT9T92745470008  oulid VI il i ALEY] i 2 208008 ] saall | o0 Pl 4 o Cloglen VI gar OVl il als aleppo_now 2014-12-30 10:48:53.000
SAGBB013B0333%17 Ol el bned o A ll Al s o ot qul I gl deppo_now  2014-12-30 10:50:15.000
5438856948 14863360 £l | iuin o o)Vl i el il Syl gl el B 5 50 Vg 1 2y dlndl il BiwlatdlfjyshAls  2014-12-30 11:12:20,000
SAGBATEOT2503554 3 dnpadll Ly g S il i Sl sl Ggdey g 4 slgd syriamather 2014-12-30 11:20:11,000
545887952026107904  dnuadll ol i Sl puoesil] e oSyl | ot o 4 04l 3] Lol< TorasBWAR 2014-12-30 11:21:18,000
548580705936826368 ol b o ] 0omol| piad i ot ol 1zl QY1 il sl ittt co/UsVKEQmEaT Fule deppo newst 20141230 11:28:17.000
SABROODERIEIRIASD G Ul B o g0 ] S Syl el s e el linc] O sl il by ] pulien Elmessallat 2014-12-30 12:08:16.000
SA001R1225TARAIBE ol sl Bl s ] Bl g (o5 385 0l 2l e Rt o8 pALual] 3 B0 Bpiaad S il Libyan_MNews 2014-12-30 01:21:12.000
S92y St 30 i % 850y B v wlgall ulen g8 o sl il ragababrk22  2014-12-3001:2%:27.000
S49925445204527104  Malek Alshrif v poogall i xceoll paVl disyg Ugd oY -+ b 8 bl puedill o pSLi> IS# o)., hittp: ft.cofOPMigIOHMD wid_benghazi  2014-12-30 01:50: 18,000
SAUUIBRIRIIITI el nen sl sl oy aaml] e iiasl 50 WY Bl Vol B plof vl 15 Ll ] Baz_Ali_ 2014-12-30 02:03:42,000
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549930037353660415 AT @fadelulahbujn: ald s puedll sz Logs lisis  pioVl 1yl SAMIAHMED90..,  2014-12-30 02:08:32.000
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Figure 4.3: a snapshot of fetched data from Evertar raw dataset

ol Lalu Zyl_ﬂbl
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4.3 Data Preprocessing

This is a preliminary step required for preparing the dataset. We perform
tokenization on every tweet. Then a cleaning and feature reduction step is performed.
Then the resulted tokens are normalized. After that tokens are stemmed using a light
Arabic stemmer. Part-of-Speech (POS) tagging is performed on every processed tweet.

Lastly, stop words are removed from the dataset.

4.3.1 Tokenization
An important step to process textual data. It splits a text into whole-words,
symbols, or other elements that has a meaning for the next steps. In this approach a

unigram strategy is used where a token contains only one word.

4.3.2 Cleaning

Due to the nature of Twitter, tweets may contain noisy data. Thus, we need to
remove such data to reduce the feature space for more accurate event detection. Our
approach focuses only on the tweet text, thus twitter based features such as hash tags
are normalized to normal text, and tweet handles or mentions are removed from the

content. We perform the following:

e Remove Latin Alphabets and Special character: as we focus only on Arabic
text, Latin alphabets are removed from tweets. Also special characters such as

“#7” “@”, GC(‘C, ‘6)”, ‘6<3” “>’), etC. are also removed.

e Remove Emoticon: an emoticon is a sequence of characters that represents
user emotion e.g. “: D”, ““:)”, etc. They are frequently used in Twitter, thus they

may effect the accuracy of the detection process.

e Remove URLs: tweets may contain URLS. They are not required in our

approach.

e Remove Hash Tags: a hash tag begins with the hashtag symbol “#” followed
by a connected sequence of characters. We remove the hashtag symbol and
keep the followed sequence, for example, the token “w_=#” will become
“c»a”. Sometimes the hashtag may contain more than one word, usually

tweets authors use the underscore symbol for separation. With this case we
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remove the hashtag symbol and replace the underscore symbol with a

whitespace, for example, “3)¢ Ao a#” will become 3¢ e 7,

e Tweets Filtering: tweets that contains less than three tokens are dropped from
the dataset.

4.3.3 Normalization

Due to the nature of Arabic language, similar words may appear differently as
tweets authors can have different preferences. For example the word o) is written
with Hamza, but also it can be written Jbsa) without Hamza. Thus characters that can
be written differently need to be converted to a standard format. A similar problem in
the Arabic words is the stretch character known as Tatweel. Tatweel character are
removed from tweets e.g. L= will become _ sill. Repeated characters can make a
word appear differently in the dataset. These are also removed e.g. L=l will become
o5,

4.3.4 Stemming

Stemming is the process of reducing different forms of word to one form called
stem or root Larkey, Ballesteros, and Connell (2002). Different stemming techniques
for Arabic language exist. Root Stemmers extract the words root for example the word
| s»will become <3, A popular algorithm of this type called Khoja stemmer Taghva,
Elkhoury, and Coombs (2005). Another technique called light stemming. Light
stemming removes common prefixes and suffixes from words without converting
them to their root for example the word xu=lSwill become e, In our approach we
will use the light stemmer because converting a word to its root may change its
meaning in the context it was used in. For example, when a suicide event occur the
word =33t will be introduced, thus if we convert it to its root it will become =3 which

has different meaning.

4.3.5 Part of Speech (POS) Tagging

Part of Speech tagging is the process of identifying the category of each word in
the sentence based on its definition and context i.e. Noun, Verb, Adverb, etc. It is also
called word-category disambiguation as it can disambiguate same words that could

have different meaning in different contexts.
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This step is very crucial in our approach. POS tags will be analyzed in further

step to extract event triggers.

4.3.6 Stop Word Removal

Stop words are commonly used words in a context. An Example of such words
is il «cms s il «13) ete. In social media stop words will appear frequently which if
they are not handled well they will be treated as an event. Eliminating stop words from

the dataset will increase the event detection process.

4.4 Event Triggers

An event trigger is a term or a group of terms that represent the event itself. In
our approach we use event triggers as an indicators for the occurrence of an event in a
tweet. Also it represents the important words in the text. It help us shortening the
mining process and extract real events instead of popular topics. A set of pre-defined
rules are used to extract event triggers and then frequently occurring event triggers are
extracted. In the next subsections we explain the process deeply.

4.4.1 Apply Pre-Defined Rules on POS
The rules used in our approach are based on the Arabic Annotation Guidelines
for Events Consortium (2005). These rules use the POS tags of a sentence to identify

event triggers as follows:

1. If a tweet contains a verb phrase (VP) tag then we check the phrase for the

following:

Rule.l1.1. If it contains a Verb in base form (VB), Verb in past tense form (VBD),
Verb in non-3rd person singular present form (VBP) or Verb in past participle
form (VBN) tag followed by a Noun (NN) tag then we consider both tags as an

event trigger. This rule is illustrated in Table 4.3.

Rule.1.2. If it contains (VB), (VBD), (VBP) or (VBN) tag followed by Adjective
(JJ) tag then we consider both tags as an event trigger. This rule is illustrated in
Table 4.4.

Rule.1.3. If the above rules does not apply then we consider (VB), (VBD), (VBP)
or (VBN) tag as the event trigger.

40

www.manaraa.com



2. If the tweet contains a Noun Phrase (NP) tag then we check the phrase for the

following:

Rule 2.1

If it contains Noun (NN) tag followed by (NN) or Singular Proper Noun

(NNP) tag then we consider both tags as an event trigger. This rule is illustrated

in Table 4.5.

Rule 2.2

If it contains a Noun with (NN) or (NNP) tag followed by a Verb with

(VB), (VBD), (VBP) or (VBN) tag then we consider both tags as an event trigger.
This rule is illustrated in Table 4.6.

Table 4.2: List of Part-of-Speech tags used in event triggers extraction rules

Tag Description

VP Verb Phrase

VB Verb in base form
VBD Verb in past tense form
VBP Verb in non-3rd person singular present form
VBN Verb in non-3rd person singular present form

JJ Adjective

NP Noun Phrase

NN Noun
NNP Singular Proper Noun
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Table 4.3: An Example of Rule 1.1

Tweet Jaxll 5 ) 35 453 (A i el yu lliall daSa g Cuial

(ROOT
(S
(VP (VBD i)
(NP (NN 4asax)
POS (NP (DTNNS <tusll) (DTJJ 3¢152)))
Tags (NP
(NP (NN L) (3] (surin))
(PP (IN %)
(NP (NN 3,15)
(NP (DTNN d=1h)))))))

Rule Rule 1.1
Event s

- 4
Trigger

Table 4.4: An Example of Rule 1.2

Tweet
Lia

bl ¢ gua gall 4y (A8l Sl il (8 b ) sl (sl Jana 1 yal

(ROOT
(S
(NP (DTNNP o)
(VP (VBD hu)
(NP (3J Cssthaa))
(S
(VP (VN b)) 5ie)
(PP (IN &)
(NP
(NP (DTNN _ua&ill) (DTJJ _S2lb) (DT &)
(NP (NN 4s)
(NP (DTNN g sa54ll) (DT Lial)))))
(ADVP (RB 1»)))))))

POS
Tags
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Rule

Rule 1.2

Event

Trigger

Table 4.5: An Example of Rule 2.1

Tweet

Gl G il Jlaial Llee JSIA LU 31 & JIY) e S

POS
Tags

(ROOT
(S
(VP (VBD )
(PP (IN k)
(NP
(NP (DTNN J&Y1))
(PP (IN )
(NP (NN @)
(NP (NN J5))))))
(NP (NN J3s)
(NP (NN 4sle)
(NP (NN J\adia)
(NP
(NP (NN s )
(NP (NN 3_-)
(NP (NNP o=0))))))))))

Rule

Rule 2.1

Event
Trigger

Dladia) dlee U (33U

Table 4.6: An Example of Rule 2.2

Tweet

) LS asaa e acinall aluil (e )35 Ll

ol Lalu Zyl_ﬂbl
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(ROOT
(S
(NP (NNP L))
POS (VP (VBP )
(PP (IN )
tags .
(NP (NN oLil)))
(NP (DTNN ga=ixall))
(NP (NN ic)
(NP (NN p528) (33 L) (33 s2))))))
Rule Rule 2.2
Event ;
Trigger

4.4.2 Extraction of Event Triggers

In the previous step we identify all event triggers in the dataset. A List of the
event triggers and their frequencies is maintained. As the approach focuses only on
significant events, we assume high-frequency event triggers are the result of the surge
use of similar writing pattern about specific event. Consequently, we remove event
triggers that has small frequencies. Alkhamees and Fasli (2016) used threshold for
selecting frequent terms pattern, however, in our work we used a threshold value to
determine frequent event triggers. For simplicity, we used the average of all

frequencies as the threshold value as used in Lin, Ren, and Fournier-Viger (2018).

4.5 Significant Event Detection

In this step we generate groups of similar event triggers, where each group
represents an event. We use an adapted version of the soft frequent pattern mining
algorithm Petkos et al. (2014) to cluster event triggers that co-occur frequently but not

necessarily all the terms are frequent in the same document.

Originally, Petkos et al. (2014) extracts important words by comparing the words
in dataset with a reference corpus. The problem with this solution is that maintaining
a reference corpus require a lot of efforts, also new event’s related-words that do not

appear in the reference corpus will be considered not important, thus identifying

44

www.manaraa.com



important words is very biased. However, in our work, we select important words by

selecting event triggers using rules that depends on the part-of-speech tags.

4.5.1 Soft Frequent Pattern Mining (SFPM)

Soft Frequent Pattern Mining (SFPM) is derived from the concept of Frequent
Pattern Mining (FPM). FPM is the process of finding frequent items in a set of
transactions Aggarwal and Han (2014). An item is said to be frequent if its frequency
is above a pre-defined threshold or support count. A frequent pattern is a set of items
that co-occur together in the same transaction and their frequency is above a threshold.
We consider the task of event detection as a frequent pattern mining problem. When
an event occurs, a group of users will start tweeting about it using similar words
pattern. Figure 4.4 shows a list of tweets describing an event. Thus the pattern used
for the event will have higher frequency in the dataset when more users are tweeting
about it. One problem of using FPM is that all terms in the selected frequent pattern
must be frequent in the same transaction. To illustrate this problem in Twitter context:

Suppose we have a dataset of 3 tweets containing an event as shown in Table 4.7.

If we apply FPM algorithm in this dataset it will produce [¢/) s« «2ledinl], as the
frequent pattern because it appeared in the three tweets. We lost important features
such as [+l caaal c3 sena «=é ) c2aas] Which can indicate different events because these

features are not frequent. Thus FPM will produce a generic description of the event.

To tackle this problem we use the Soft Frequent Pattern Mining (SFPM). It is a
technique that identify frequent pattern without the condition that all words are
frequent in the same tweet. In the example above if we apply the SFPM then it will
produce [, c2sane cdana ¢l o caledin], [Aadlu caaal ohalsa cdleiinl] as a frequent

pattern. Next the algorithm is explained more deeply.
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Israel killed 16 journalists in ¢ B3¢ o Gigageall glgasll A5 pdsewn 16 lgddwl

Figure 4.4: A list of tweets describing the event of 16 journalist who was killed
by Israeli

Table 4.7: An example of different events with similar features

Tweet # Content
1  BYCTRYWORSORA NI I
2 T & Ol se algdin)
3 A 2aa] hal gall slgind

4.5.2 Adapted SFPM

We assume that an event is represented by a set of event triggers not just only
one. This is due to the difference in writing style between users as shown in Table 4.8
which make the POS tagger produce different tags, thus different event triggers for the

same event.

Table 4.8: An example of two tweets representing the same event with different event

triggers
Tweet 1
Tweet Text O lale 15 2ey ¢ 5 ) Al s Sl 19 1 A sall ) L) g Gl
weet Tex Lol #R2I. #585e J5Y sas sall dlaall gy 5f (35Ua)
15 e dsY 2 se Jae Lisysh (30Ul hial acati 3 J) s L) il Ciaal)
Processed Do dsY anse 5050 3 u}ﬁdeﬂgf 52 L) g3l

46

www.manaraa.com



a2a)/V/BD Ll si/NNP Js/NN /NN /NN aaii/\/BP
POS Ghid/NN @3LI/VBG Lisysl/NNP Jace/NN 2 50/J] Js¥/3] /NN
I /INNP L, sl/NNP
Rule 11
Tweet 2

Tweet Text 20150 obl sl an 55l dikaia # 8 yiic anlill guaml) Hreual Lol sidt

Processed o5l adlaie gae gl Ll 5
POS Ll sB/NNP zai/VBP &8 /NN 4ilkis/NN 55/ DTNNP
Rule 1.1

In addition to that, the POS tagger may incorrectly tag a set of words that hold
true to the rules in section 4.4.1. Table 4.9 shows an example of this scenario. In our
work, this incorrectly captured features will still have high frequency in case of events,

thus it will not affect the detection process.

Table 4.9: An example of two tweets that represent an event with incorrectly extracted
event trigger

Tweet 1
oot Toxt | = ef ) S ) 1) S| Jalet
Processed Gar a5 Ol Gl S g gl el jadi o 8 Jale
POS Jale/JJ dﬁ/VBl.\IMCﬁ/NN onnd/NN DWSI/NN ginl/VBD
S #/NN <&/NNP <//NNP L /NN 0«/NNP
Rule 1.1

Tweet 2

Tweet Text I Al g oaiY) il Ulais dluas gl ) sl - ey o #OalE

23
Processed b el jaadi blaa Juas gl ) JAls Gan jgad G
POS G/ VBP (a3 55/NN J319/NN /NN Jdpas/NN Uan/NN
ox8/NN JL3/NN <W/NN J/DT
Rule 1.1
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To formulate the algorithm, suppose we have a set of tweets T of size N, and a
K number of event triggers (ET) where all tweets in T contain at least one event trigger.
Our task is to group similar event triggers together and retrieve their common tweets
as the detected event. Thus the objective of the algorithm is to produce a set of grouped

event triggers.

Initially, every event trigger ET is treated as a single event. To be able to merge
ETs, a numerical representation is needed. A vector Ds of size N is calculated for each
ET where Ds(n)=1 when ET appears in the n" tweet and Ds(n)=0 otherwise. The
popular Cosine similarity measure is used for comparison, where two event triggers
are merged when their calculated similarity is above a threshold value. After the
merge, a vector summation is performed on both Ds vectors, and the newly created
vector is assigned to the newly created group. Figure 4.5 show pseudocode of the

implementation of the vector sum process.

Algorithm: Merge(ET1, ET2)
Input: two event triggers
Output: a merged version of two event triggers
newkT =]
newET.EventWords.Add(ET1.EventWords)
newET.EventWords.Add(ET2.EventWords)
newET.Ds = Integer Array of Size ET1.Ds.Count
FOR i=0 to ET1.Ds.Count
newET.Ds[i] = ET1.Ds[i] + ET2.Ds[i]
END FOR
RETURN newET

Figure 4.5: A pseudocode of merging two vectors.

00O NOoO Ol s WDN -

In a single full iteration, if no event trigger is merged, then the produced group
of event triggers is treated as an event. The process is repeated for all event triggers
that are not assigned to any group and the algorithm is terminated when there is no
further merge. Figure 4.6 shows pseudocode of the full implementation of the adapted

soft frequent pattern mining.
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Algorithm: Adapted Soft Frequent Pattern Mining (SFPM)
Input: List of Event Triggers (ET)

Output: Sets of Grouped Event Triggers

1 FOR i=1 to ET.Count

2 Calculate ET[i].Ds

3 END FOR

4 events = ET

5 isRepeat = TRUE

6 WHILE (isRepeat) Do

7 Temp = events

8 iSAssigned = Integer Array of Size Temp.Count
9 newEventSet = Empty Object

10 isRepeat = FALSE

11 FOR i=1 to Temp.Count - 1

12 IF isAssigned [i] =1 THEN

13 Skip

14 END IF

15 FOR j=i+1 to Temp.Count

16 IF Similarity(Temp[i].DS, Temp[j].DS) >6(|Templi]. DS|) THEN
17 isAssigned[j] =1

18 Templi] = Merge(Temp[i], Temp[j])
19 isRepeat = TRUE

20 END IF

21 END FOR

22 newEvents. ADD(Templi])

23 END FOR

24 events = newEvents

25 END WHILE

Figure 4.6: Pseudocode of the Adapted Soft Frequent Pattern Mining Algorithm

4.5.3 Similarity Threshold

In our work we use the following sigmoid function to create an adapted similarity
threshold value. The sigmoid function is a function of S which is the set of event
triggers that belong to one event. |S| is the number of event triggers in the set. Similar
to Petkos et al. (2014) we choose b=5, and c=2 Figure 4.7 shows the graph of the

sigmoid function.

1
6(S) =1~ ISI=b (1)
1+e ¢

One benefit from using a sigmoid function of |S] is that, when S contains low

number of event triggers a low threshold value will be used, thus at this state it become

more easily to accept similar event triggers. When the cluster grows the threshold
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value will be increased, thus it become harder to accept new event triggers. The cluster

will become saturated.

Similarity Threshold Function

0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

Threshold

0 2 4 6 8 10 12 14 16 18
IS

Figure 4.7: Graph of Similarity Threshold Function

4.6 Summary

In this chapter we introduced our approach for detecting Arabic significant
events. We presented the various stages included in the approach starting from data
collection. We discussed the dataset used to develop the approach, then we discussed
the preprocessing steps which includes tokenization, cleaning, normalization,
stemming, part-of-speech tagging, and stop word removal. We explained the step of
event trigger extraction using predefined rules. We also discussed the detection of
Arabic significant events using the Soft Frequent Pattern Mining (FPM) over the
extracted top event triggers. Finally, we introduced the similarity function used in
FPM.
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Chapter 5

Implementation

This chapter describes the implementation of the proposed approach. We
introduce the development process and libraries used to implement every step in the

approach.

5.1 Dataset

To test the correctness our approach of event detection, we need to find a dataset
for such task. Evetar Almerekhi et al. (2016) is an Arabic dataset targeted for the event
detection task. It contains a total of 590,066,789 tweets and covers 66 significant
events. It has been collected in a one-month period using Wikipedia’s Current Events
Portal at that time. An event is represented by a set of tweets that are relevant to that

event within a time period surrounding the time of the event.

Published Twitter-based datasets are constrained to contain only tweets 1Ds —not
the actual content. This is due to privacy concerns imposed by Twitter, as the tweet
may become unavailable because it is deleted or its author constrained his profile
access or due to other reasons. Thus, Twitter-based datasets users need to fetch the
actual content from the 1Ds using Twitter statuses API. This process called tweet ID
hydrating Twitter (2018), moreover, Twitter apply a rate limit on the number of
requests made. This rate limit is 900 requests per 15 minutes. This make it very hard
to fetch all the dataset, thus we choose to use a subset of the original dataset. Evetar’s
authors provide a sample of 134,069 tweets that covers the same time period and same

events.

First we created a Twitter Application on Twitter development platform to
generate an access token and an access token secret to be able to access twitter over
OAuth. We then developed a small tool that iterates over the IDs dataset and fetch the
corresponding content. We used a library called TweetSharp. It is a C# .NET library
that simplifies the use of Twitter API. It has TwitterServices class which provides a
method called GetTweet that accepts a tweet ID and returns a TwitterStatus object.
TwitterStatus imitates the real JSON object returned from Twitter. Table 5.1 shows

some of the important fields returned by TwitterStatus.
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Table 5.1: Important fields of the TwitterStatus object.

Field Name Description

Id Tweet ID

Author The author of the tweet

CreatedDate The creation date and time of the tweet
Text The actual content of the tweet

After iterating over the dataset we was able to fetch only 59,732 tweets that
covers 50 significant events, as most of the tweets were deleted or their authors
accounts were suspended, or deleted. The Fetched tweets are stored in SQL Server
Database. Figure 5.1 shows all the events covered by the retrieved tweets and the
number of tweets belong to them. A subset of 4200 tweets were used for testing and

building the system.

5.2 Software Specification

As there is no well-known framework to test our approach we built a software
that implements the many parts of the approach. Next we will show the tools and

libraries used to build the software.

5.2.1 Visual Studio & C# .NET

Visual Studio is an integrated development environment (IDE) from Microsoft
It is used to develop a wide variety of computer software such as desktop, web, and
mobile applications. C# is an elegant and type-safe object-oriented language that
enables developers to build a variety of robust applications that run on the .NET
framework Microsoft (2017).

5.2.2 Stanford NLP .NET

The .NET version of Stanford NLP library. A natural language processing library
built in java Manning et al. (2014). We used the Stanford Parser for the POS tagging
task. We choose to use this library as it supports the Arabic language and it is widely

used between researchers.

5.2.3 Lucene
It is an open source information retrieval library originally built in Java. It is
mainly used for document indexing and searching. Documents are represented as a

collection of fields. It provides a highly expressive search API that takes a search query
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and returns a set of documents. It also provides text processing features such as Arabic
Light Stemmer, etc. Apache (2014).

5.2.4 Microsoft SQL Server

A database management system developed by Microsoft. Its primary function is
to store and retrieve as requested by other applications using SQL. SQL server
database can exist in a separate server or on the same machine of the requester

applications (Microsoft).

5.2.5 TweetSharp

TweetSharp is a Twitter API library built in C# .NET. It greatly simplifies the
task of adding Twitter functionality to applications. It also simplifies the way we
handle the JSON objects returned from Twitter and saves the efforts of parsing them
manually TweetSharp (2017).

5.3 Framework Implementation

As we gave details about our proposed approach in Chapter 4 and details about
the hardware and software specification used to implement it in Section 5.2. In this
Section we put all this together. All software development was done using Visual
Studio IDE.

5.3.1 Dataset Preprocessing

In this subtask we performed the following:

5.3.1.1 Tokenization

The first step in the preprocessing task is to segment text into tokens. This is
done by the Stanford NLP library. At first the text is converted to a StringReader
object. Then the PTBTokenizer class provided by the library accepts the tokenizer
options through the method factory and returns a TokenizerFactory object.
TokenizerFactory accepts the StringReader object and returns a list of tokens. We used
the default configuration of the tokenizer which specifies a token as a sequence of
characters surrounded by whitespace. Table 5.2 shows an example of this process.
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Distribution of Events over Retrieved Dataset
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Figure 5.1: Bar graph shows events covered and the count of tweets belong to
them
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Table 5.2: An example of tokenization performed on a tweet.

Clliall iaas (e aball aSall el daSae cangl "ol Liads alie ) J8 andas Jalad alac !
=l 5 s Sl http://t.co/HOtxdjv3Kn

[,o= ,oball SSall Sl daSas ,U_uj SVl s :Lma Ay Ji ,(gd:u ,alal alac Y
oty s Sl clliall daSaa ., http://t.co/HOtxdjv3Kn]

5.3.1.2 Remove Latin Alphabets and Special Characters

As we are mainly focusing on the Arabic language and the text only of the tweet.
We remove any Latin alphabets and special characters from the text. We approach this
by using regular expression through the Regex class provided by the .NET Framework.
The regular expression used is [\x00-\x7F]. With this we were able to remove

Emoticons, URLSs, and Hashtags. Table 5.3 shows an example of this process.

Table 5.3: The resulting tweet after removing Latin Alphabets and special characters

Cllial) eSas e aball Sall Jaall daSae iyl " aldl Uik alie ) 08 andas Jalal alac Yl
=l 5 5 S1l L http://t.co/HOtxdjv3Kn

oSl Alliall Aas aball oLA) i) ASaa ol Dbl Uinda alia § J88 azdae Jalad alac V)
AT
€ S

5.3.1.3 Normalization

We created a class for normalization as follows: A token is normalized by
converting the character of Alef with Hamza or Madda [ i— - 1] to Alef without Hamza
or Madda ['], also the characters Taa Marbota [?] is converted to Haa [+]. Tatweel
character [-] is also removed and repeated characters are reduced to one character.

Table 5.4 shows an example of this process.

Table 5.4: The result of using normalization in Arabic text

alal)
==

alal)
N
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5.3.1.4 Stemming

To achieve higher similarity between Arabic words. We stem each token using
Lucene ArabicStemmer which is a Light Arabic Stemmer. Table 5.5 shows an

example of this process.

Table 5.5 The result of using stemming in Arabic text.

S il aaSas jabiall oSl Guail) AaSae caayl o) Uik alie ) U8 andas Jalal alac Yl
AT
€S

Uald S Ua aSaa jala oSa i aSae il by lads Jae ) 58 aadas Jalal plic )

5.3.1.5 Part of Speech (POS) Tagging

We used Stanford NLP Parser to annotate text with its POS tags. First we load
the Arabic trained model arabicFactored.ser.gz using the method loadModel from the
LexicalizedParser class. The LexicalizedParser also provides apply method that takes
a list of tokens and return a Tree object which contains POS tree of the inputted tokens.

Table 5.6 shows a processed tweet with the Stanford parser.

Table 5.6: The Part of Speech Tree of a tweet resulted from LexicalizedParser

UalE S Ua aSaa jala oSa e aSae ol by Laks Jae ) 08 aadas Jalal alac)

(NN #lae1) (NN Jalal) (NN asas) (NN J58) (NN Jaa3) (NN L) (NN sl) (VBD
c) (NN Sa) (NN <) (NN S5) (NNP 3ls) (NNP oSa) (NNP Us) (VBD )
(NN =)

5.3.1.6 Stop Words Removal & Tweets Filtering
We iterate over each token and check if it exists in the stop words list. The list
contains 750 stop words. After this process we check if the remaining tokens number

in a tweet if the remaining number less than three then the tweet is removed.

5.3.2 Event Extraction

The objective of this step is to find if a tweet has an event trigger which can help
us in the process of finding the significant event. If a tweet does not have an event
trigger then it is dropped from the dataset. As we mentioned in Section 4.4.1 we used
Consortium (2005) rules for extracting event triggers. We approach this by
implementing Algorithm 1. First we initialize an empty list ET which will eventually

contain event trigger tokens. For each tweet we retrieve the resulted POS tree. The tree
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Is flattened using the method taggedYield which returns a list of TaggedWord object.
Table 5.7 shows the flattened version of POS tree.

Table 5.7: A flattened version of POS tags

clual ¥ 5 Lt b Jlads daae Bzma b Jladil 43 ) Juul ya

Jul /NN, 42 ,2ll/DTNN, J&l/NN, Jase/NN, 230/NN, Jwed/NN, L 3/NNP,
<llal/NN

We iterate over the list of TaggedWord and apply the rules showed in
section 4.4.1. Every extracted event trigger is added to the list ET and the frequency is
updated. An event trigger is represented by the class EventToken as shown in
Figure 5.2 where the Word attribute represents the initial event trigger word and Dt is
the numerical representation of the event trigger. It is calculated and updated in the
next step. Finally, the WordList attribute is the list of event triggers that are merged
with the initial event trigger. As we mentioned earlier, a threshold is used to retrieve
top event trigger. We use the value of the average frequencies as the threshold.
Figure 5.3 shows a snapshot of the output of this step as an XML file using the test
dataset. Each tag contain Name that represent the event trigger word and frequency
that represent its frequency. Event trigger and documents are indexed using a

Dictionary object for fast retrieval of document.

class EventToken

{
public string Word { set; get; }
public List<string> WordList { set; get; }
public int[] Dt { set; get; }

public EventToken()
{

WordList = new List<string>();

Figure 5.2: A snapshot of the class EventToken
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<EventTrigger name="ogic ;»,ai" frequency="91" />
<EventTrigger name="Jc mégs” frequency="89" />
<EventTrigger name="cliv aowi" frequency="71" />
<EventTrigger name="g.ac aunj" frequency="46" />
<EventTrigger name="z,> Ji8" frequency="45" />
<eventTrigger name="J3J JB" frequency="45" />
<EventTrigger name="l,s5 Jc" frequency="39" />
<EventTrigger name="LLYH ah=i" frequency="32" />
<{EventTrigger name="awub,i jg8;" frequency="30" />
<EventTrigger name="gyéqi Jc" frequency="28" />
<EventTrigger name="pl;> ¢S¢s" frequency="26" />
<EventTrigger name=",.oli ;n,8)" frequency="26" />
<EventTrigger name=",o bh,a)" frequency="25" />
<EventTrigger name="Juljul wuac"™ frequency="24" />
<eEventTrigger name="J\a Lls" frequency="22" />
<EventTrigger name=" ,u.uli e)imy” frequency="21" />
<EventTrigger name=" jsledl ulol" frequency="20" />

Figure 5.3: An XML snapshot of the outputted event trigger from the test dataset
and their corresponding frequencies

5.3.3 Significant Event Detection

At this point top event triggers are extracted and stored in a list ET. For each
event trigger we query the dictionary object to retrieve the list of documents associated
with the event trigger. Every unique token is retrieved from the document list and
added to the token list. For each event trigger, the Ds vector is calculated and then we
apply the implementation of the adapted SFPM on the vectors. Figure 5.4 shows a
snap shot of the detected events. Every event is represented by an Event tag with a list
of Tweet tags. For the Event tag, The EventTriggers attribute represents the list of
merged event triggers. EventNo represent the order of the detection. The Count
attribute indicates how many tweets belong to the event. For the Tweet tag, the user
attribute represents the username of the user who posted it, id attribute represents the
tweet id, the date attribute represents the date of the tweet, and finally the event
attribute which represents the event to which the tweet belongs. This attribute is very
important for the evaluation. A Tweet tag contains three other tags, the Original tag
which represents the original text before the preprocessing, the Text tag which
represents the processed tweet content before applying stop word removal and the

TextAfterSW tag which represents the processed content after removing the stop words.
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<Events>
<Event
EventTriggers="ga & «se | Jm @gie | de dign | csie byl | Wby
, R ade , de e, de JWAl,S ol Wl de LS, e dl
s oo sie ) ode Bsw ) de alsisn ) Y ok ) ocgie dhgd ) Wbl
D8l ) de g ) de JLll S ) o) Kol ) e il
EventNo="1"
Count="214">
<Tweet user="MTVLebanonNews" date="02/01/2015 07:04:14 AM"
1d="551091616459415552" event="EQ@5">
<Original>
"o el ) Al Al ae ) Ly e clgde i ghidls: o,
http://t.co/8DSZ90gkwC
</Original>
<Text>
Uswe Alls (S e B dee dn Jled L)S de e paE phidl Gl
</Text>
<TextAfterSW>
O Al (3 Gea i dae LS e il phidl Gl
</TextAfterSW>
</Tweet>
<Tweet user="LatestNews_AR" date="02/01/2015 07:42:14 AM"
1d="551101178998562817" event="E@5" cluster="15">
<Original>
LY S G e A d e Al L) Gl Al cligie (i ohidly s #
. http://t.co/SwErrEdMyL #Egypts <lisic saidl
</Original>
<Text>
e e Yy Cumd s g des o Jlad LsS de Jle csie s Ghidl jeae
</Text>
<TextAfterSW>
Qe aie Cumpd e G dee LS Jb sie gasEl phildl jas
</TextAfterSW>
</Tweet>
<Tweet user="housam_abdrabo" date="02/01/2015 08:01:24 AM"
1d="551106002884374528" event="EOQ5" cluster="16">
<Original>
10 Jadi A", ipw "l L) el Ale an G LS e Slgie Gai ohidly
#sonylS iy ki3 5 il & ol
</Original>
<Text>
i phie Gl b Jypee Jadl ol pm @l (3 Geaji dee an Jed LS de s i il
</Text>
<TextAfterSW>
il abie alli Jysae dali alf Gou s (5 e f dee LS sie a @ phidl
</TextAfterSW>
</Tweet>
</Event>
</Events>

Figure 5.4: An XML snapshot of the detected events
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5.4 Summary

In this chapter, we discussed several tools that aid our software development and
implementation of our approach. We showed the process of extracting the actual
tweets content from the internet using Twitter API and the specific tools for this task.
We discussed the retrieved data. We also introduced the libraries used in data
preprocessing and showed the actual output of each step. In addition to that, we showed
the output of the event trigger extraction step. Finally, we showed the final output of

the detected events.
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Chapter 6

System Experiments and Evaluation

In this chapter experiments and evaluation of our implemented approach for
event detection is conducted. As the approach targets the Arabic Language we used
the Evetar dataset for evaluation. For the best of our knowledge there is no well-known
framework for evaluating event detection task. Evetar authors evaluated three popular
off-the-shelf implementations of event detection Guille and Favre (2014), Weng and
Lee (2011), Shamma, Kennedy, and Churchill (2011) with their dataset using the
evaluation approach proposed by Petrovic (2013), thus we used the same evaluation
method. Also we used the results of the evaluated approaches as a baseline for

comparison.

6.1 Event Trigger Extraction

The Fetched Evetar dataset contains 59,732 tweets where 23,973 are labeled as
events and their corresponding event is also identified. Even though the 35,759 tweets
are not labeled, this does not mean they do not refer to an actual event or do not contain
an event trigger. For example, the tweet in Table 6.1 expresses an event of killing
“J# A but the tweet itself was not labeled in the dataset because it does not belong
to any of the covered events. Also the tweet in Table 6.2 contains an event trigger but
the tweet does not express the occurrence of any event. An example of the output of

this component is shown in Figure 5.3

Table 6.1: A tweet that describes an event but not labeled in the dataset

Tweet “GIoall B A s Sue e JB8 A (Cie ) el e ls aidaii
e il J8 http://t.co/NSWIZTmNP2 #aa2 seudiff Jale”

Event Trigger | J# b

Rule Rule 2.1

Table 6.2: A tweet that does not describe any event but it contains an event trigger

Tweet RT @mesfhel: 4@ ll Jaa Y ol Gild Gag Y, |

Event Trigger | s &g

Rule Rule 2.1
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There is no well-established method to evaluate event trigger extraction, also the
dataset does not provide any annotation for event triggers, and no clear knowledge
about the number of event triggers is provided. Thus we cannot evaluate this

component. We will focus on evaluating the overall output of our approach.

6.2 Significant Event Detection Evaluation

6.2.1 Measurements
In our experiments we used the same measurements and evaluation method
introduced by Petrovic (2013). The following subsections describe these

measurements.

6.2.1.1 Event Recall

Recall is a measurement used in text retrieval. It is the fraction of relevant
instances that have been retrieved over the total amount of relevant instances. A
detected event is a cluster of tweets. A cluster is said to be true positive if its containing
tweets cover any of the reference events. As a cluster may contain hundreds or
thousands of tweets, it is very likely to find tweets that do not belong to the event. Thus
Petrovic (2013) computes the proportion of tweets in the cluster that are part of a single
reference event. If the proportion is greater than a threshold then it is true positive. We

used the value of 0.5. Thus recall in event detection is calculated as follows:

number of covered events
recall = (2)
number of reference events

Where reference events are the events covered in the dataset.

6.2.1.2 Event Precision

Precision is the fraction of relevant instances among the retrieved instances.

Precision of event detection is calculated as follows:

o number of covered events
precision = (3)
number of detected events

6.2.1.3 F-Measure

It is the harmonic average of the precision and recall. It is used to determine the

accuracy of classification problems.
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2 * precision * recall

(4)

f — measure = —
precision + recall

6.2.2 Experiments Setup

We conducted our experiments over Evetar to compare our results with other
approaches of event detection. In reality, Twitter data comes as a stream of tweets in
chronological order, thus it is not feasible to apply the event detection approach on the
whole dataset. To mimic this behavior we split the tweets into chronologically ordered
chunks/subsets. The number of subsets depends on the time interval applied. We
choose two time intervals, a one-day time interval, and a 6-hour time interval. Unlike
other approaches, the reason we choose big time intervals is the small amount of tweets
retrieved from the dataset IDs. Table 6.3 shows the resulted subsets number for each
time interval. The overall Precision, Recall and F-Measure for each time interval is the

average value of each measure for every subset.

Table 6.3: Time intervals and their corresponding subsets

Time Interval Number of Subsets
One Day 22 Subsets
6 Hours 11 Subsets

6.2.2.1 6-Hours Time Interval Experiment

After running the system on the resulted subsets of the 6-Hours interval we
achieved the results shown in Table 6.4. We can observe at window 15 we achieved
the lowest f-measure, this is due to the bad distribution of events at that window. As
shown in Table 6.5 most events have lower number of tweets. Consequently,
frequencies of event triggers belong to those events will be low too. Thus, using the
average as a threshold value will eliminate those event triggers. This can be a limitation
of our threshold value selection, but our objective in this work is to detect significant
events which are the ones with the highest frequencies. On the other hand, window 19
produced the highest f-measure. The distribution of events in that window are shown
in Table 6.6. The calculated average of recall, precision and f-measure is 0.607, 0.684,

and 0.644 respectively.
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Table 6.4: Summary of the results achieved using 6-hours time interval

S. | Tweets Count Event Count Recall Precision | F-Measure
1 1010 4 0.5 1 0.666
2 1284 4 0.5 1 0.666
3 1204 5 0.8 0.571 0.666
4 1421 4 0.75 0.6 0.666
5 948 7 0.428 0.5 0.461
6 1247 9 0.555 0.833 0.666
7 2472 10 0.6 0.857 0.705
8 3296 13 0.615 0.8 0.695
9 3681 14 0.642 0.818 0.72
10 3200 13 0.769 0.666 0.714
11 2313 12 0.75 0.75 0.75
12 2845 11 0.727 0.533 0.615
13 1222 7 0.571 0.444 0.5
14 1496 11 0.454 0.5 0.476
15 4344 13 0.230 0.428 0.3
16 3742 10 0.5 0.454 0.476
17 2952 12 0.583 0.7 0.636
18 3613 10 0.6 0.666 0.631
19 4465 9 0.888 0.8 0.842
20 5421 11 0.727 0.8 0.761
21 3554 8 0.625 0.625 0.625
22 4000 9 0.555 0.714 0.625
Average 0.607 0.684 0.644

Table 6.5: Distribution of tweets across events in window 15

Event Label Number of Tweets
E13 11
E14 16
E16 13
E18 11
E19 134
E20 513
E21 11
E22 1421
E23 24
E24 3
E25 5
E26 3
E30 3
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Table 6.6: Distribution of tweets across events in window 19

Event Label Number of Tweets

E20 32
E21 59
E22 231
E23 322
E24 62
E26 99
E27 521
E30 183
E33 5

6.2.2.2 One-Day Time Interval Experiment

After running the system on the resulted subset of the one-day interval we
achieved the results shown in Table 6.11. In window 1 we achieved the highest f-
measure with a value of 0.888. Events distribution in that window is shown in
Table 6.7. At the first look, events EO1 and EO3 display higher frequencies compared
to EO2 and EO5, thus using the average as a threshold both EO2 and EO5 will be
eliminated, but in fact, both E01 and EO3 produced different event triggers, which
made the frequencies to be distributed among these event triggers, and as a result, a
good value of threshold is generated. Table 6.9 and Table 6.10 shows a sample of
tweets that belong to event EO1 and EO3 and produce different event triggers. The
lowest f-measure value is 0.533 achieved in window 11 and its events distribution is
shown in Table 6.8. The calculated average of recall, precision and f-measure is 0.654,
0.793, and 0.717 respectively.

Table 6.7: Distribution of tweets across events in window 1 of one-day dataset

Event Label Number of Tweets
EO1 1040
E02 64
EO03 462
EO05 30

Table 6.8: Distribution of tweets across events in window 11 of one-day dataset

Event Label Number of Tweets
E23 21
E26 113
E27 118
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E30 21
E32 2711
E33 191
E36 494
E39 3
E24 8
E25 3

Table 6.9: Sample of tweets labeled as EO1 produces different event triggers

Event Label EO1
# s ol Jan (g latil jadi (& s a5 B | dale
Text ) B sl gl Apliag S gall deland Dlaa Caagin
1 el saas) el L

Ol pas Gy dan s ) s alse anliay D plaal
Event Triggers Sléa Calaginl ¢ latil juadi or ja JiB
Slis Cangid 2 5 i) pndil] 3 ) Jailas s

Processed

Text o .. e -
10 ) Al gl 5 A S jall L s
L g Ml caaginl (63 Hlatil st o Jadlae bl
2 Processed F e v u u
Event Triggers JB g ) Slia Cargiul ¢ platil juadi Jadlas lal
& SV G adlas Alia) 13 5al) Jud e
Text Sl A 8 L )5S e Cangiad (531 _yuail
3 el L) J dadlae Clial 4 ) |
3 Processed @7 R e u . = v }P d“ﬁ
G Opde LS ) S e aaglil
Event Triggers 138 e carginl (6 yuadl cdadlas lal

Table 6.10: Sample of tweets labeled as EO3 produces different event triggers

Event Label EO3

g Gl aole (Sl s il oul cume 1o o 2
Text ot o 5 A sall Alial) daSaall plaai) il ule
1 Jakalud)
Qb ibe a5 o e el Jil ) e (o (2 (2

Processed Ll s .o . 5

J e by a8 58 J 93 (glin aSas alasal

Event Triggers o) a8 58 ¢ ulie a8
Loy aalee o (ulie i)l i e o) (8 salils
Text Aflial) AaSadll (o (3185 O o e (o4 Adabad) o) 58
lan A8 a aa Lgdllail 4 5l

Gz dale Jsiy leg) Mlae Galie Gudi) 550 saluis
osbaa @y Callad] Jga (glia aSaa (583

Event Triggers oslie al g cadgia
Al AeSaall N alaaiV) calla o gl ad gy il

Processed

Text . . . . .
Optanddl) ) Al £ 5 pda (b ) 22y A3l 5all
né tsla | alacail (ulla £8 L
3 Processed ot d s oSse e " c_iﬁ ad .
L ‘)\‘)ﬂ t‘j‘}um
Event Triggers g 9 ria pad ) el ad gy
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Table 6.11: Summary of the results obtained using one-day time interval

# | Tweets Count | Event Count Recall Precision | F-Measure
1 2294 4 1 0.8 0.888
2 2625 5 0.6 0.75 0.666
3 2195 10 0.5 0.833 0.625
4 5768 13 0.769 0.909 0.833
5 6880 14 0.714 0.833 0.769
6 5158 13 0.769 0.909 0.833
7 2719 11 0.636 0.777 0.7
8 8086 13 0.462 0.75 0.571
9 6566 12 0.667 0.8 0.727
10 9886 11 0.636 0.7 0.666
11 7555 9 0.444 0.666 0.533
Average 0.654 0.793 0.717

6.2.2.3 Evaluation Baseline

Evetar authors used SONDY application which implements three state of the art

event detection approaches Guille (2016). They used the same dataset sample that we

tried to fetch. They achieved the results shown in Table 6.12. We tried to use the same

tool on the retrieved data from section 5.1, but unfortunately, the tool require a network

file that represents the relation between users. This type of data is not delivered with

the dataset. Nevertheless, we used the obtained result as a reference for comparison.

Table 6.12: Summary of the results achieved by other event detection approaches over

Evetar
Algorithm Recall Precision F-Measure
EDCoW 0.15 0.09 0.11
Peaky Topics 0.80 0.11 0.19
MABED 0.92 0.61 0.73
Our Approach (6- 0.607 0.684 0.644
Hours Interval)
Our Approach (1- 0.654 0.793 0.717
Day Interval)

With comparison to the baseline, our approach outperformed both EDCoW and

Peaky Topics, however, compared to MABED, we achieved better precision, but there
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was a wide difference in recall in favor of MABED. The reason for this is the fetched
dataset was incomplete and event-related tweets are lost during the fetch process. Thus
our approach failed to detect events with lower frequencies. This is acceptable as our

objective is detect significant events.

Overall, our experiments show that having wider time intervals produce good
results. Our findings coincide with both Doulamis et al. (2016) and Gaglio, Re, and
Morana (2016). Since wide intervals can cover the full context of an event thus all its

feature will be present and showing higher frequent pattern.

6.3 Summary

This chapter presented the experiments conducted and the evaluation of our
approach. It discussed the evaluations measurements and introduced event recall, event
precision, and the F-measure. Also, we explained the experimental setup by discussing
both the 6-hours time interval and the one-day time interval experiments. We presented
the resulted datasets produced by each time interval. Then we showed and discussed
the results of each experiment and compared them to a baseline. We achieved an F-
measure of 0.644 for 6-hours time interval and 0.717 for one-day time interval. We
have shown that our results are acceptable compared to other related works.
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Chapter 7

Conclusion and Future Work

7.1 Conclusion

Users of microblogs tend to write about what they are experiencing. Especially,
when a real-world event occur in their surrounding environment, they tend to write
about it to inform their network of users. Information about occurring events are buried
within a huge amount of unnecessarily textual data. There is an urgent need to detect

events for decision makers to take actions early.

In this research we have designed an approach that detects events from Arabic
text founded in microblogs. The approach based solely on the textual features of the
text, without relying on any platform-specific features such as hashtags, mentions,
retweets that are present in case of the Twitter platform. We depended only on event

triggers extracted from the text which shown higher importance than other keywords.
Our approach consists of the following components:
e Data collection
e Data Preprocessing
e Event Trigger Extraction
o Apply Pre-Defined Rules on Part of Speech Tags
o Extract Event Triggers
e Significant Event Detection
o ldentify Top Event Triggers
o Apply Soft Frequent Pattern Mining

We have shown that our approach has the ability to detect events by clustering
event triggers only.

In our experiments, we used an existing Twitter-based dataset called Evetar. The
dataset was a collection of tweets IDs. We built a small tool that fetch the actual content
from Twitter. We were able to fetch 59,732 tweets. We used two configurations that

had different time-intervals. First a 6-hour time interval were used which resulted in
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22 subsets, then a one day time interval were used which resulted in 11 subsets. We
achieved an F-measure of 0.644 and 0.717 respectively. We have shown that our

results are acceptable compared to other related works.

7.2 Recommendations

There are some recommendation for enhancing the field of event detection from

microblogs, these are:

o A well-established framework for evaluating event detection method is
highly needed.

e Twitter-based datasets are very likely to decay over time as tweets may
disappear from twitter platform for different reason, thus a robust way to

establish a dataset that target the event detection task is required.

7.3 Future Work

Based on the results of the experiments and limitations we faced in our thesis,

this work can be improved as follows:

e Use an efficient and adaptive threshold function to extract event triggers

instead of using the average of the frequencies.
e Adapt the approach to work with real-time streams.

e Add atext summarization component to the existing methodology so that

the approach can be more useful to end users.
e Use dynamic time-intervals instead of the fixed one used in this work.

e Enhance the significant event authenticity by providing a solution for

retweeted event.
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